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摘要 

I 

摘要 

行人再识别是计算机视觉领域研究的热门问题之一，其主要研究在多摄像

机网络间的行人匹配。由于观测到的行人可能经历多种非线性变换（包括姿态、

视角、光照和背景变换等），因此，给多摄像机网络间的行人匹配问题带来了巨

大的挑战。非重叠视域下的多重图像变化不仅是非线性的，而且还会因为不同

的人在不同视图中经历了不同的非线性变化集，从而累加成为复杂的非线性变

换。为了在图像集中获得可靠的正确的匹配，选择能有效处理这些非线性变换

的、鲁棒的特征和匹配函数是十分重要的。 

学习多核的目的是为了更好地利用不同的内核对一个人的特征空间进行建

模，因为在复杂环境影响之下，人的非线性变换遵循的分布是并不确定的。此

外，不同行人的非线性变换方式也是不同的。多核投影能够有效地模拟现实世

界中的复杂变化，从而在特征空间提供更好的判别特征。本文的主要工作，如

下： 

1、 基于多核，将特征进行投影及级联，有效地提升了度量矩阵的针对

于样本变化多样性的判别能力； 

2、 针对行人再识别样本集合较小的情况，提出了一种基于小样本的局

部多核学习方法用于行人再识别，进一步解决了样本变化多样性的问

题； 

3、 针对行人再识别领域中的难负样本问题，采用一种多模态的难负样

本挖掘的度量学习方法，很大程度上剔除了难负样本，并提高了匹配的

准确率。 

 

关键词：行人再识别、多核学习、度量学习、局部多核学习、难负样本挖掘 

 

 

 



Person Re-Identification Using Kernel Metric Learning 

II 

 

 



Abstract 

III 

 Abstract 

Person Re-Identification matches persons observed in non-overlapping camera 

views. The person re-identification is a challenging problem due to the fact that the 

observed pedestrians undergo different random and non-linear changes including 

pose, viewpoint, illumination, and background changes. In such situation, the 

images of multiple non-overlapping views not only become non-linear, but also 

multi-modal. These changes are also different in a given intra-view, as well as, in 

inter-views. To obtain the actual match of the query at rank@1 from the Gallery 

view, it is then necessary to obtain both discriminative features and matching 

function robust against these complex non-linearities.   

 Therefore, taking all these challenging issues in re-identification: feature 

space, the number of samples, as well as, the complex non-linearities in feature 

space, we have adopted to learn multiple kernel projection for re-identification. The 

aim of learning multiple kernel is to better utilize different non-linear kernels in 

modeling the complex non-linearities in both global image space, as well as, image 

space in each disjoint view. The main contribution of the paper is listed as: 

1. Multiple kernel learning finds the weighted combination of different 

non-linear kernels to optimally address complex changes. 

2. Further, in real world scenes the non-linearities among different persons are 

different; multiple kernel learning helps in modeling the complex changes in the 

observed persons from real world scenes, and provide much better discrimination 

among persons in the feature space.  

3.The metrics in re-Identification suffer badly due to presence of impostor 

samples; therefore, the learned metric must be robust against impostors. Therefore, 

we have learned an impostor resistant metric that can both address multi-modal 

feature space, as well as, impostor resistance, simultaneously. The learned impostor 

resistant metric can largely reject the impostors from real world and can attain 
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maximum matching with the actual Gallery sample. 

 

Key Words：Person Re-Identification, Multiple Kernel Learning, Metric 

Learning, Localized Multiple Kernel Learning, Impostor Resistance. 
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Chapter 1. Introduction 

1.1 Background and Motivation 

Person re-identification is the task of finding the correct match of a query person 

from a large Gallery of unknown persons [1, 2]. It is a recently emerged problem in 

computer vision. The objective of re-identification is to retrieve or search, identify or 

recognize a specific person observed in a non-overlapping camera network. The 

observed persons in disjoint views undergo complex changes in pose, viewpoint, 

background, and also experience occlusion and illumination changes, making 

re-identification a very challenging problem.  

 

Figure 1.1 Re-Identification Camera Network in Real World 

 

In Fig.1.1, a typical re-identification network is shown with five disjoint camera 

views (i.e. cam a to cam e). This camera network is installed in Isabel C. Cameron 

Building of Houston University, and in one view of the network a lady is observed in 

cam a when walking around the building. And then later, the same lady is observed 

and identified in cam c. Thus, the possible applications of re-identification in real 

world are person identification, monitoring, and tracking in public and private spaces 

including university campuses, public bus stations, railway stations, airports and etc. 

In recent years, it has gained a lot of attraction from scientific community. 

Re-Identification can be of two types, which are: 
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 Close Set Re-identification 

 Open Set Re-identification 

Close set is a kind of re-identification where each query sample in Probe view 

has one or more gallery samples available in the Gallery view, some of the typical 

examples are shown in Fig.1.2. 

Probe View

Gallery View  

Figure 1.2 Probe and Gallery sets in Close Set Re-Identification 

 

While, in the open set there are more gallery images in the Gallery view than 

the number of query samples observed in Probe view, it means there are some other 

additional identities observed in the Gallery view that are not observed in the Probe 

view. Open set condition [3] is more like real world scenario. In Fig.1.3, an open set 

condition can be seen, where the gallery samples of the observed query images are 

enclosed within green rectangles. While, the extra identities observed in Gallery 

view are shown without green rectangles. 

Probe View

Gallery View  

Figure 1.3 Probe and Gallery sets in Open Set Re-Identification 

 

Close set re-identification is mostly performed in person re-identification. 
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Close set re-identification means that both the Probe and Gallery views have the 

same number of identities observed and each identity observed in Probe view has at 

least one sample observed in Gallery view.    

1.2 Related Work 

Based on the close set identification, re-identification is seen as a cross camera 

matching problem, where the persons undergo complex non-linear changes in each 

disjoint view. Most of the research in re-identification can be divided into two 

categories, (i) Feature engineering, and (ii) Distance metric learning. In Fig. 1.4, the 

general architecture for matching persons in close set re-identification is given. 

 

Figure 1.4 General Framework of Matching Persons in Re-Identification 

 

In Fig.1.4 for feature extraction many state of the art features have been 

proposed including Color naming [4], LOMO [5], SCNCD [6], and GoG [7]. The 

objectives of all these feature representations is to find stable and invariant 

representation of a person in each disjoint view. Though, these features have gained 

success in identifying a person, but still, feature learning and designing is an open 

problem in re-identification due to the fact that persons in re-identification are 

multi-modal and experience several random non-linear changes all together at the 

same time. Therefore, the re-identification image space, and consequently feature 

space is complex, non-linear and multi-modal.  

Further, several different similarity matching functions are also proposed in 

re-identification to maximize the cross camera person matching [5, 8, 9, 10, 11, 12]. 

These state of the art matching functions obtain a low dimension subspace where the 
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objective is to maximize the matching between the positive pairs, while, minimizing 

the matching against the negative samples. However, none of these metrics have 

given due consideration to the complex and non-linear feature space that exists in 

the re-identification.  

Recently, kernel based metrics are learned to address non-linear feature space 

in re-identification. Xiong et.al [13] has applied different kernel functions including 

Linear, RBF, and Chi
2
 to project the features of a person (where features are formed 

by concatenating all the different extracted features), and then later used the 

projected features to train a metric. D. Chen et.al in [14] proposed a kernel based 

metric for person re-identification. Their work learned kernelized metric by utilizing 

only polynomial kernel, however, different than [13] they proposed an ensemble of 

different metrics trained with different polynomial kernel functions (i.e. different 

degree of polynomial kernel). In total, their work uses ensemble of six polynomial 

kernels, and thus, has attempted to model all the different complex non-linear 

changes in different disjoint views.  

Though, these kernel based metrics are robust, however, these metrics have 

ignored to realize the fact that each person in disjoint views undergoes complex, 

non-linear and random changes, i.e. random non-linear changes in pose, viewpoint, 

and illumination. While, these kernel based metrics during learning have assumed 

that all the observed images in disjoint views globally lie on the same non-linear 

manifold, and the non-linearity remains uniform over this entire global image space 

of re-identification. Thus, these methods projected all the observed persons in 

re-identification globally into a single chosen kernel projection without taking into 

care the non-linearity of each single identity.  

1.3 Challenges and Objectives 

In Fig.1.4, the general re-identification architecture can be challenged by many 

different issues, which are related to the image acquisition and its quality, feature 
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extraction, learning distance metrics for addressing complex non-linear and 

multi-modal feature space. Mainly, all these challenging issues can be categorized 

into three types which are listed below in Table.1.1. And some of the challenges are 

shown in Fig1.5.             

               Table 1.1List of Challenges in Re-Identification 

 

Figure 1.5 General The challenges of the person re-identification. a. Pose Change and Body 

Part Mis-alignment; b. Illumination and Viewpoint changes, plus Body Part Mis-alignment; 

c. Viewpoint and Background changes, plus Body Part Mis-alignment; d. Illumination and 

Viewpoint changes, plus shadowing; e. Pose change, plus Body Part Mis-alignment and 

shadowing; f. Pose and Viewpoint changes, plus Background changes; g. Pose and 

Background changes, plus Body Part Mis-alignment. (Source from VIPeR Dataset, and 

each column represents the same person). 

Sources Problems 

Cameras, Sensors, and Environment  Color and Light Changes; 

 Background Changes; 

 Viewpoint Changes; 

Human Appearance and Attributes  Pose Changes; 

 Common Attributes among different 

persons; 

 Mis-alignment of Body Parts; 

Learning Matching Functions and Feature 

Designing   

 Pose Invariant Feature Designing; 

 Color or illumination Invariant Feature 

Designing;  

 Multi-modal and Non-Linearity; 

 Small Sample Size; 

 Over fitting. 
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Due to the above challenges, the objective of our work and this thesis is to 

develop method for feature projection and learning global metric that can resolve 

complex re-identification issues, and therefore, can maximize the matching among 

the same persons with changing poses, viewpoints, and illuminations. For this 

purpose, we will perform a detail study over the re-identification feature space, and 

also develop different feature projection methods that can maximize the 

discriminating capabilities of different features. Further, re-identification suffers 

from complex changes; therefore, one single feature is not discriminative enough to 

be invariant against all the different non-linear changes. Thus, our objective is to 

utilize several discriminative features, and then develop an integration method that is 

designed specifically for re-identification scenario to optimally combine all the 

different features.  

1.4 Thesis Organization 

The thesis is organized as follows: 

1. In chapter 2, we will cover in detail the recent progress in person 

re-identification and kernel based methods in re-identification.  

2. Chapter 3 discusses in detail all the steps that we have performed to learn 

global multiple kernel, and then using global multiple kernel in feature projection 

for global metric learning. We will provide a thorough insight of our multiple kernel 

learning approach, and learn a global metric for person re-identification. 

3. In Chapter 4, we have explained the extension of global multiple kernel into 

a local multiple kernel for each single person, and we have described how we can 

obtain weights of pre-selected kernels for small sample size problem of 

re-identification, where convex based multiple kernel learning cannot be converged.  

4. In Chapter 5, the insight detail of multi-modal metric learning for person 

re-identification is provided, and then later using impostors from the Gallery, as well 

as, Probe views to further improve the discriminating power of the learned 



Chapter 1 Introduction 

7 

multi-modal metric is described in detail. In last, we have provided the conclusion of 

this work, along with the future work that we have intended to do. 
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Chapter 2. Related Work for Kernel Metric Learning Based 

Person Re-Identification 

 

This chapter covers the details of recent literature in re-identification. First, we 

describe the proposed feature extraction methods to address illumination changes, 

pose changes, as well as, describe the human appearance and human attributes to 

maximize the matching. Then, we cover the kernel based methods to learn distance 

metrics for re-identification. Finally, we discuss the details of multiple kernel 

learning in person re-identification and its challenges.   

2.1 Feature Extraction for Re-Identification 

2.1.1 Hand-Engineered Features for Re-Identification 

In re-identification, person appearance changes in different disjoint views, 

therefore, many state of the art features are engineered to obtain invariant features of 

a person in a pair of non-overlapping views. These hand engineered features include 

LOMO [5], SCNCD [6], GoG [7], BiCov [16], biologically inspired covariance 

features [17], and mOM [18]. 

LOMO (Local Maximal Occurrence) features [5] are designed to address 

viewpoint changes in re-identification. Their methods uses sliding window over a 

horizontal strip to obtain overlapping patches. From each horizontal patch of size 10 

x 10 pixels local features are obtained. Then the extracted feature patterns over all 

the patches along the horizontal strip are checked to maximize the local occurrence 

of feature pattern to be used as the feature of the horizontal strip.  

In another work in [7] a hierarchical Gaussian feature distribution, denoted as 

GoG, is proposed to obtain both locally and globally view invariant features. GoG [7] 

features are designed to address the shortcoming in covariance features which 

contain no mean information. Similar to LOMO [5] local image region is used to 

obtain features, while, in each local region local patches are densely extracted to 

obtain color and texture features [19]. After, extracting features a patch Gaussian 
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distribution computed, then, later using the patch Gaussians of all the patches a 

region Gaussian is computed for image region. Finally, powerful Gaussian features 

are obtained to represent the person containing both mean and covariance 

information. 

Further, there is one shortcoming in GoG [7], which is that its assumption is 

based on Gaussian distribution. However, if the distribution is not Gaussian, then the 

features obtained do not provide discriminative feature. Therefore, an empirical 

moment matrix, denoted as mean of moments mOM [18] is proposed. Moment 

matrix has the ability to address any arbitrary non-Gaussian distribution, and 

provides much richer statistics than mean and covariance of pixel patch.       

N. Gheissari et.al [20] proposed to extract global features for the whole person 

body, in contrast, to just pay attention on only passive biometrics features such as 

face and gait. In their work, novel spatiotemporal segmentation algorithm is 

employed to generate salient edgels that are robust to changes in appearance of 

clothing. The invariant signatures are obtained by combining normalized color and 

salient edgel histograms. T. Lorenzo et.al [21] proposed another feature extraction 

and feature correspondence method using a graph based method. Their work 

developed a new approach for establishing correspondences between sparse image 

features of the two images observed in two disjoint views. After, correspondence 

among patches and features they formulated the matching task as an energy 

minimization problem by defining a complex objective function of the appearance 

and the spatial localization of the features. 

Further, as different features carry different information about the person, as well 

as, it is also possible that some features are more discriminating for a person than the 

other extracted features. Therefore, recently feature weighting methods are also 

proposed in re-identification to obtain better feature representation. C. Liu et.al, [22], 

presented the study and experimental results on feature weighting and its importance. 

Their study showed that certain features play more important roles than others under 
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different circumstances. Consequently, they proposed a novel unsupervised approach 

for learning a bottom-up feature importance, so features extracted from different 

individuals are weighted adaptively driven by their unique and inherent appearance 

attributes. D. Figueira et.al [23], also presented feature learning technique for person 

re-identification. Their motivation lies in the fact that there have been already 

different hand crafted novel features proposed to highlight discriminant parts of 

human bodies, as well as, there have been already different feature learning methods 

proposed to extract pedestrian features. However, there has been no work to combine 

the two feature extraction methods to further obtain more discriminating features 

among all the different individuals.  

2.1.2 Deep Learned Features for Re-Identification 

A convolutional neural network in [24] is trained to compute cross-input 

neighborhood differences between two images, and capture their local relationships to 

obtain higher-level features. Following the framework of cross images, many state of 

the art deep feature extraction methods are proposed recently, including SIR-CIR [25], 

MCP-CNN [26], Spindle-Net [27], Deep Context aware framework [28], domain 

guided dropout framework [29], and deeply part aligned network [30]. 

 A novel filter pairing neural network FPNN is proposed in [34] that can jointly 

handle misalignment, photometric and geometric transformations, and background 

clutter. FPNN automatically learns features from the training data that are optimal for 

the re-identification task. Further, in re-identification due to the changing poses and 

viewpoints the human body parts get displaced, and thus for matching the observed 

query and gallery of the same person a robust method is needed that attain 

correspondence between the pair of images semantically. Therefore, Zhao et.al in [27] 

proposed a deep convolutional network, called as "Spindle Net" to learn human body 

parts guided multi-stage features. Spindle Net learns the semantic macro and micro 

body features which remain stable across views, and then, it uses a weighting method 

to discriminate among the features obtained from different body regions. In another 

http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.D.%20Figueira.QT.&newsearch=true
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work, Li et.al [28] proposed a deep context aware feature learning network, where 

multi-scale deep convolutional network is designed to hierarchically obtain powerful 

features for human body both globally, as well as, locally. 

2.1.3 Feature Transformation and Mapping for Re-Identification 

In conventional re-identification methods, discriminative features are designed 

or learned from the training set. However, there exist complex changes in illumination 

in a pair of disjoint views. These complex changes do affect the learned features from 

the training set. Therefore, some researchers have been research about camera 

transformation function or feature mapping to overcome these effects [31, 32, 33, 34, 

35]. 

 L. An et.al [32] proposed a robust canonical correlation analysis (ROCCA) to 

match people from different disjoint views by projecting them into common subspace. 

Given a small training set, canonical correlation analysis (CCA) may lead to poor 

performance due to the computation issue in the covariance matrices. The proposed 

ROCCA has solved this issue by using the shrinkage estimation and smoothing 

technique.  

G. Lisanti et.al [33] addressed the problem of person re-identification across 

non-overlapping views by proposing a discriminative, however, robust kernel 

descriptor to encode the appearance of a person. Then the matching between the pair 

of images is obtained by  projecting the extracted kernel descriptors into a common 

subspace. This subspace is learned by applying Kernel Canonical Correlation 

Analysis (KCCA). 

Brightness transfer function in [36] is proposed to model the appearance changes 

by using a novel Weighted Brightness Transfer Function (WBTF), which assigns 

unequal weights to different observations. WBTF is applied to high-dimensional 

color and texture features for feature normalization and then later used for matching. 

In [37], the implicit camera transfer function is proposed which models the 

camera transfer by using a binary relation that jointly maps the illumination of the pair 



Chapter 2 Related Work for Kernel Metric Learning Person Re-Identification 

13 

of images of a person to a common illumination map. 

2.2 Metric Learning for Person Re-identification 

2.2.1 Metric Learning for Re-Identification 

Although there have been many discriminative novel features are learned in 

person matching, there is still one more challenge for re-identification, which is how 

to learn a similarity function that can give perfect matching between the extracted 

features. Therefore, there have been a lot of different metrics used and proposed for 

person re-identification, including XQDA [5] , LMNN [8], ITML [9], KISSME [10],  

and VAML[11] metrics. 

In [10], the authors propose to learn a matching function named KISSME 

(KISSME stands for keep it simple and straightforward) for re-identification in  

contrast to the traditional distance metric methods that are based on nearest neighbor 

approach. Their metric is simple and is obtained by computing the maximum 

likelihood between two covariance matrices, which are the covariance matrices of 

pair of dissimilar samples and pair of similar samples.  

Further, [11] learned a view adaptive metric learning is proposed to overcome 

pose and viewpoint problems. View-adaptive metric learning (VAML) method 

adapts different metrics for different image pairs with changing viewpoints. Initially, 

VAML estimates the view angles of each of the given pair of images, and then 

adaptively obtain a view specific metric for the pair of images. 

Li et.al. in [38] proposed an adaptive decision function for matching the 

observed persons in non-overlapping views. Unlikely, LMNN [8] that learns a 

global metric using fixed threshold for each single identity, [38] uses the local 

threshold for each single identity. This local threshold is obtained through local 

function that uses the distance between the given pair of samples, and is used to 

impose a more stringent learning constraint. 
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2.2.2 Kernel Based Metric Learning for Re-Identification 

Conventional mahalanobis metrics have performed well, but, because the 

re-identification image space is generated from network of cameras, each with 

varying illumination and view angle, therefore, the obtained images are multi–modal 

and non-linear in the feature space. Simple mahalanobis metric learning is not 

discriminative enough to discriminate among different non-linear image pairs. 

Therefore, kernelization method is needed to address the non-linearity in the feature 

space [13, 14, 39, 40]. 
 

Xiong et. al. in [13] extensively evaluate the performance of kernel Local 

Fisher Discriminant Analysis and a ranking ensemble voting scheme on state of the 

art re-identification datasets. In [14] the learning-to-rank methodology is proposed 

to learn a similarity function to maximize the difference between the similarity 

scores of matched and unmatched images for a same person.  

However, all the above kernelized metric learning approaches used single 

global kernel for projecting all the different observed non-linear persons, which 

cannot discriminate well all the different observed persons in re-identification 

dataset. In contrast, different persons undergo different non-linear changes, and thus, 

these approaches in a principle way lack to model the multi-modal feature space. 

Recently, proposed multiple kernel learning can well address the complex 

heterogeneous and multi-modal feature space by learning a linear weighted 

combination of different non-linear kernels. Further, after projection in multiple 

kernels the discrimination among samples is further improved. The multi-modal 

image space in re-identification is address by learning view specific mappings. In 

[31] across views metric learning method is proposed, and in [41] feature mappings 

are learned between disjoint cross views. The proposed approach in [41] uses a 

gating function to automatically partitions the image spaces of two camera views 

into different modality spaces and then a metric for each different modality space is 

learned. L. An et.al [42], proposed a reference-based method for cross camera person 
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re-identification. In the training stage, a subspace is learned in which the correlations 

of the reference data from different cameras are maximized using Regularized 

Canonical Correlation Analysis (RCCA). For re-identification, the gallery samples 

and the probe samples are projected into the RCCA subspace and the reference 

descriptors (RDs) of the gallery and probe are constructed by measuring the similarity 

between them and the reference data. Further, the multi-modal feature space in 

re-identification is augmented by "depth" features. F. Pala et.al [43] experimented 

RGB-D multi modal re-identification. It is inspired with the idea of fusing clothing 

appearance cues with other modalities could be exploited as additional information 

sources, such as gait.  

In contrast to these recent multi-modal methods in re-identification, our work 

does not add any further modality information source in re-identification, instead, the 

objective is to exploit well the different non-linear modality spaces in re-identification 

using multiple kernel learning.  

2.3 Kernel Spaces 

To obtain a discriminative kernel projection, it is a very critical step to choose a 

kernel that can well model the non-linearity. It is also a critical step of choosing the 

best kernels for multiple kernel learning. Inspired with the previous multiple kernel 

based methods [44, 45], several recent methods in classification have shown RBF, 2 , 

and polynomial kernels are the best performing kernels in many computer vision 

problems. These kernels in our work are defined as:  

 

                                                            (2.1) 

 

(2.2) 

 

                                                            (2.3) 

http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.F.%20Pala.QT.&newsearch=true
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  values in RBF kernels are set to values of 0.2, 0.3, 0.4, 0.6 and 0.8. While, 

the values for   in
2 kernels are set to values of 0.3, 0.5, 0.7, and 1. For the 

polynomial kernels the degree of polynomial m is set to values 2, 3, and 5.  

2.4 Summary 

This chapter covers the detail review of recent literature in person 

re-identification with respect to feature learning and metric learning. We have given 

detail literature review for the kernel based metric learning in re-Identification; 

multi-modal metric learning, and the multiple kernels based re-identification.
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Chapter 3. Multiple Kernel Metric Learning Person 

Re-Identification 

 

In re-identification the observed images are not high quality, therefore, the human 

faces and other biometric cues are not clear. Hence, appearance based matching 

methods are widely used to match pedestrians.  

In re-identification the observed persons from real world scenes undergo 

complex non-linear changes in pair of non-overlapping views. These non-linear 

changes include changes in pose, viewpoint, and illumination [13]. Further, in each 

disjoint view different persons undergo different non-linear changes. Therefore, the 

naive assumption in the previous distance metrics [12,13,46,47] that all the observed 

persons in the disjoint views reside globally on a single non-linear space, as well as, 

the non-linearity over this entire space remains uniform is not true in real world 

scenes. Therefore, to handle this situation where the global image space is 

multi-modal, as well as, has different complex non-linear distributions in each disjoint 

view, a carefully learned feature projection method is needed. 

3.1 Motivation 

With detail analysis of re-identification image space, it is clearly evident that 

re-identification image space is complex, non-linear and multi-modal. This complex 

non-linear image space can largely affect the person matching across disjoint views. 

Further, from the previous proposed kernel based metrics [13,14], it is also evident 

that even after kernel projection the complex non-linear image space still remains 

challenging for person matching. This is mainly due to the fact that none of these 

proposed kernel metrics have carefully investigated the non-linearity in 

re-identification feature space.  

To handle such complex non-linear global feature space from a pair of 

non-overlapping views where intra-view, as well as, inter-views have different 

non-linear changes, we have opted to use a multiple kernel learning for metric 
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learning [44,45].  

3.2 Methodology and Working Details 

In this section we give the methodology and the implementation details for 

multiple kernel learning and multiple kernel learning based global metric learning. 

The detail procedure of multiple kernel metric learning is shown in Fig.3.1. In our 

method the dataset is randomly partitioned into two sets, one for training and one for 

testing. The training set is used for learning the multiple kernel and the metric.  

First, different features are extracted from the training samples as shown in 

Fig.3.1. Then, the weights of multiple kernels are calculated. In our method, the 

weights of all the chosen kernels (i.e. RBF, Chi
2
, and Polynomial kernels) are 

obtained globally for the training set. Finally, a global distance metric is learned 

after projecting the features into the globally learned multiple kernel space. After 

learning the global metric, we then perform the matching between test query and test 

Gallery. 

 

           Figure 3.1 Methodology of Multiple Kernel Metric Learning 
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3.2.1 Feature Extraction 

In our method, the image is first divided into six horizontal bands and then 

patch wise (each patch 6 x 6) features from each horizontal band are extracted, 

similar to the method in Hu et. al. [48]. In each patch, color feature histograms of 

HSV, RGB, YUV channels are extracted where each channel uses32-bins histogram. 

Then, a hand engineered feature, denoted as Color Naming (CN) (Shet et al. [4]) is 

also extracted from each patch of the image. The CN uses eleven basic color names, 

i.e. black, blue, brown, grey, green, orange, pink, purple, red, white, and yellow, to 

describe color naming of all the image pixels. The idea of color naming is that given 

the mapping from RGB values, it will find the probability of each pixel value to be 

associated to a certain color. Thus, it obtains a semantic color association histogram 

descriptor of each pixel in an image.  

After extracting color features, we extract texture features to further augment 

the features about the person for higher matching. The texture feature is obtained by 

Local Binary Pattern proposed by An et al. [42] that includes uniform 8 neighbors of 

radius 1 and uniform 16 neighbors of radius 2 from each patch. In Fig.3.2, different 

persons are shown wearing textured clothing where the texture features can help in 

distinctively identifying these persons. 

In our work, all these different extracted features are stored into a set F as:  

                                                            (3.1) 

where f is a one single type of extracted feature, while |F| is the total number of 

extracted features. After extracting all these features the next step is to learn the 

weights of multiple kernels (already pre-selected) using these extracted features. 

 

 Figure 3.2 Persons Wearing Textured Clothing 
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3.2.2 Multiple Kernel Learning 

In our work, instead of using the conventional convex optimization [44,45] to 

learn weights of multiple kernel, we used a qualitative measure approach to obtain 

the weights via an analytical method.  

With the obtained |F| feature maps of a kernel k, the weight of the kernel k is 

then computed globally for all the N training samples using our proposed qualitative 

method. In our work, the qualitative method takes one feature map of kernel k at a 

time (i.e. in memory only a single feature map is needed to be loaded) and finds its 

discriminating capability to match each individual training sample n (i.e. query
i

fx ) 

with its gallery sample
j

fx at rank@1 position. This qualitative measure in our work 

is referred as, Ranking Error E, and is computed for the given kernel k using the 

feature f as: 

 

    (3.2) 

where ,

n

f kr  is the rank order of query
i

fx obtained for the feature map f using the given 

kernel k. This rank order is computed by using the similarity matching function Mini 

(i.e. a pre-learned initial metric obtained using LFDA [12]). Metric Mini computes the 

matching between query
i

fx and gallery
j

fx as:  

                                                                           (3.3)        

where Mini is a pre-computed metric learned using L-FDA [12], and is trained using 

the N randomly selected training samples, Фk(
i

fx ) is the kernel Фk projection of 

feature type f. In Eq.3.2, the ranking error E of a kernel k is computed over the whole 

training set (i.e. N samples) using the rank orders of each individual training sample 

n, and thus, the obtained ranking error E for the feature f and kernel k not only gives 

the discriminating weight to the given kernel k, but, also indirectly gives weight to 

the extracted feature f. Further, using Eq.3.2 we can compute ranking error Ef  for all 

the remaining |F|-1 features from the feature set F for the given kernel k. Then, the 
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weight t

kw of the kernel k is then updated after getting all the ranking errors Ef as:  

 

                                                            (3.4)                                                   

where (t 1)kw  is the new weight. After computing the weight of kernel k, we then obtain 

the new updated weights of all the remaining K-1 pre-selected kernels for the training 

set by repeating the same procedure. Finally, when the updated weights of all the K 

kernels are obtained, the global weighted multiple kernel space, referred as Ф, for the 

training set containing N samples is formed as:  

 

                                                        .                  (3.5) 

In Eq.3.5,we have obtained the global multiple kernel space Ф, but, still there 

could be biasing effect due to pre-learned metric Mini, and therefore, to minimize the 

biasing effect due to this pre-learned metric Mini we would re-learn the weights of 

kernels for further t=2 times. In each iteration, a new pre-trained metric Mini is learned 

after projecting the features into the previously learned multiple kernel space. Mini is 

re-learned using Eq.3.6 as: 

 

                                                                           (3.6) 

Finally, after we have learned the reliable and non-biased weights of multi kernel 

space Ф from Eq.3.5, we can then learn a global multi-kernel metric M using the 

above Eq.3.6 for robustly matching the non-linear multi-modal persons in 

re-identification.   

3.2.3 Impostor Resistance 

After learning a multiple kernel metric M, the problem of matching non-linear 

and multi-modal pedestrian samples is considerably solved. However, there will be 

many impostor samples in real world scenes that could have higher similarity than the 

actual gallery sample of a person. In such situation, instead using a fixed threshold, it 
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would be better to adopt a sample wise threshold, i.e. for each person a suitable 

threshold needed to be computed that can maximize its matching in different disjoint 

views and minimize impostors. 

 

 

 Figure 3.3 Adaptive Threshold for Learning Robust Metric 

 

The methodology of learning metric with adaptive threshold is shown in Fig.3.3. 

First, the dataset is randomly partitioned into training and test sets: Ttrain and Ttest, 

respectively. Then two sets of negative samples for each individual person a

ix are 

obtained. These sets of negative samples contain the non-imposter samples of a 

person a

ix , referred as SNIM, and impostor samples of a training person a

ix , referred as 

SIM. The reason to form these two sets for each sample a

ix is to obtain an adaptive 

threshold during learning the metric. Hence, to obtain these two sets SNIM and SIM 

for a

ix we first compute the reference similarity value, which is referred as
,a b

i jx x
Sim , 

between the query a

ix and its gallery
b

jx using an initially trained metric Mini as: 
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                                                              (3.7) 

After we have obtained the reference similarity
,a b

i jx x
Sim , next the similarity 

between a

ix and all the gallery samples in cam b are computed using Eq.3.7, and are 

then compared with the reference similarity value
,a b

i jx x
Sim to decide whether the cam b 

gallery sample is distinctively separated from the actual gallery sample
b

jx or not. Then, 

after comparison with all the cam b samples, the samples which are distinctively 

separated from the actual gallery
b

jx are then stored into the non-impostor set SNIM as: 

  

                                                              (3.8) 

where |m| is the number of non-imposter gallery samples for query sample a

ix . After 

forming set SNIM, all the remaining gallery samples in cam b (i.e. other than the actual 

gallery match
b

jx and all the samples already stored in non-impostor set SNIM) are then 

stored into the set of impostor samples SIM to form the set of hard negative impostor 

samples of the given query a

ix :  

                                                              (3.9) 

where |l| is the number of imposter samples of query a

ix . Further, using Eqs.3.7-3.9 the 

procedure of finding the sets SNIM and SIM is repeated for all the other n-1 remaining 

instances in the training set to form their respective SNIM and SIM sets. Finally, when 

we have obtained the two sets of negative samples for all the n training instances, we 

can learn the adaptive threshold based multiple kernel metric which is explained in 

the next subsection. 

3.2.4 Multiple Kernel Metric Learning with Impostor Resistance 

Getting the two negative sets for each training instance, we can now learn a more 

robust global multiple kernel metric M, referred as MKL-M. Thus, during metric 

learning we could now apply different adaptive threshold for the negative samples 
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from each different negative set. In Eq.3.10, we have incorporated these adaptive 

thresholds into the objective of learning a global distance metric using fisher 

discriminant criteria, and is given as: 

 

 

(3.10) 

 

 

 

 

where s

if and d

if are incorporated into objective function as the sample wise adaptive 

threshold function to differentiate between imposter and non-imposter samples, and 

to impose a harder constraint for the metric during learning. These adaptive threshold 

functions can be computed as: 

 

                                                             (3.11) 

and 

                                                             (3.12) 

 

where Ds and Dd are the original distances between positive sample pairs ( a

ix and
b

jx ) 

and negative samples pairs. Now, the objective function in Eq.3.10 is solved using 

fisher discriminant analysis as: 

 

                                                     (3.13) 

where int _er ModalS is the average inter class modality matrix, and is computed as: 

 

                                                           (3.14) 
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where N is the total number of sample classes (IDs) across views. Similarly,  

intra_ ModalS is then defined as the average intra class modality matrix, and is computed 

as: 

                                                               (3.15) 

where Ni is the number of samples in class i. Finally the metric M is obtained by 

solving below Eq.3.16 with adaptive threshold to restrain impostors as:  

 

                                                               (3.16)  

 

3.2.5 Experimental Setup and Comparisons 

3.2.5.1 Datasets 

We have used three single-shot datasets including VIPeR, GRID, and 

CAVIAR4REID. While, for multi-shot testing datasets 3DPes,i-LIDS, i-LIDS VID, 

and CUHK01 are used in our experiments. The results are measured by cumulative 

matching curve (CMC), and each cumulative matching curve (CMC) is obtained by 

averaging the experiment results for twenty trials. 

VIPeR[5] dataset is a publicly available dataset. It has 632 pair of images 

captured from two cameras, with one image of each person in each camera view. All 

the images are 128x48 dimensions. It is a very challenging single shot dataset due to 

large variations in camera view angles and illumination. All the images have 

background clutter, captured with arbitrary different poses and with large color 

variations that even exist between the same person images. 

The GRID [49] dataset consists of person images captured from 8 disjoint 

camera views installed in a busy underground station. The dataset set contains 250 

persons, each of them has a pair of images in the two cameras. Further, this dataset 

contains 775 persons, which do not match with any of the 250 persons. 

CAVIAR4REID[50] is another challenging dataset that is captured by two 

cameras in a shopping center. The images are taken from 26 large image sequences. It 
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contains 72 persons in total, and for each person there are 10 or 20 images that are 

collected from one or two video sequence. It has total 1220 images of all 72 persons. 

All the images have occlusions and large viewpoint and illumination variations. Since, 

there exist large variations in image resolution; therefore, all the images are resized to 

128x48. 

3DPeS[51] dataset is specifically designed for the human re-identification 

problem. The images are captured from 8 different surveillance cameras with 

non-overlapping fields of view in a university campus. The main challenge in this 

dataset is the severe lighting condition and viewpoint variation. The dataset includes 

193 individuals with a total of 1012 images. All the images are normalized to 64 x 128 

pixels. 

The i-LIDS [52, 53] dataset contains images of 119 persons with total 476 

images. These images are captured from multiple non overlapping camera views of 

airport hall CCTV camera network. Most of the images in this dataset have large 

illumination variations and are mostly occluded. 

CUHK01 [54] dataset is specifically captured for person re-identification. In an 

indoor scenario, two camera views are used for capturing 972 pedestrians. All these 

pedestrians have two images per view, and hence, in total there are 3, 884 images of 

all these 972 pedestrians. All the 3, 884 images are manually cropped, and normalized 

to 160 x 60 pixels. 
 

The CUHK01dataset mainly includes images of the frontal view and the back 

view, with large viewpoint variations in the two camera views. In addition to this, both 

background and poses are also varying even among the same persons. 

iLIDS-VID[55] is a new dataset that captures 300 pedestrians across two 

disjoint camera views in a public space. It comprises 600 image sequences of these 

captured 300 distinct individuals, with one pair of image sequences from two camera 

views for each person. Each image sequence has variable length ranging from 23 to 

192 image frames, with an average number of 73. 
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iLIDS-VID  is very challenging dataset due to clothing similarities among 

people, lighting and viewpoint variations across camera views, cluttered background 

and random occlusions. 

3.2.5.2 Experiment Protocol 

In this subsection, we discuss the evaluation strategy of our experiments and 

sample selection method to obtain random and unbiased samples for fair results to be 

comparable with previous state of the art methods. 

In single shot setting all the datasets are divided into training and test sets, which 

are formed by randomly choosing p persons from the dataset. For VIPeR and GRID, p 

is chosen to be 316 and 125 respectively for training. GRID dataset has uneven 

number of samples in the Gallery view, therefore, we have randomly chosen p=125 

for training, and the test set is formed by using 900 persons in the Gallery view, and 

the remaining 125 persons as the query images. Among these 900 persons in the 

gallery set, only 125 persons have one instance in the query set, while, the rest 775 

images are extra images having no pair image in the query set. 

Gallery set for both the training and test sets in 3DPes and CAVIAR4REID are 

formed by randomly choosing five samples per person. In i-LIDS, multi-shot gallery 

is formed by randomly choosing only those persons that have at least two sample 

images in the Gallery view. Similar to 3DPes, gallery set in i-LIDS VID is also  

formed by randomly choosing five samples per person, while, the query set also 

contains five samples per person. In CUHK01, each person has already two samples 

per view, and hence, the multi-shot gallery is already formed. 

For all the experiments the training and test tests are randomly split into 20 

partitions, each of these partitions are further partitioned into 20 sub-partitions. We 

have in total 400 partitions. First 200 sub-partitions are used for training and 

validation, while the remaining 200 sub-partitions are used for testing and ranking. 

3.2.5.3 Experiment Results and Analysis 

We evaluate global multiple kernel metric M on two single shot datasets and two 
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multi-shot datasets. The datasets used for evaluation areVIPeR,CUHK01, 3DPes, and 

i-LIDS. 

In Fig.3.4, it is clear that even with the complex viewpoint, posture and 

illumination changes that exist among samples of different identities; the proposed 

multi-kernel metric M can correctly match the probe with its corresponding gallery 

sample, thus, showing its robustness against all these challenging changes.  

  Table 3.1 Comparison with State of the Art Methods on VIPeR 

Methods r=1 r=5 r=10 r=20 

PRDC [57] 15.66 38.42 53.86 70.09 

SDALF [56] 19.87 38.89 49.37 65.73 

LADF [38] 29.11 61.39 75.63 87.66 

K-LFDA [13] 32.3 65.8 79.7 90.9 

K-LFDA [13] 32.8 65.5 79.1 90.0 

Proposed (Two Kernels) 35.44 67.97 80.31 90.44 

Proposed (Three Kernels) 36.97 69.87 80.68 90.76 

Comparisons in details are also provided in Table.3.1, including K-LFDA[13], 

LADF[38], SalMatch [46], SDALF [56], and PRDC [57]. Proposed MKL-M has 

significantly outperformed all these previous approaches and successfully utilizes 

MKL to enhance discriminating capabilities of different features. 

 

    Figure 3.4 CMC Curve for MKL-M on VIPeR Dataset 

 

In Fig.3.5, CMC curve for CUHK01 dataset is shown. In our experiments we 
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used CUHK01 dataset in single shot mode. Therefore, two image samples are 

randomly chosen for each person, one sample to be used as probe and the other 

sample as gallery. It has observed from the results and CMC curves in Fig.3.5 that the 

proposed MKL-M approach has also outperformed many state of the art approaches 

including ITML [9], SalMatch [46], SDALF [56], and PatchMatch [58]. Further, 

empirical comparison is provided in Table.3.2. Empirical analysis clearly reveals the 

fact that proposed MKL-M has improved re-identification up to 9% compared to 

SalMatch [46] at rank@1. 

         Table 3.2 Comparison with State of the Art Methods on CUHK01 

 

 

              Figure 3.5 CMC Curve for MKL-M on CUHK01 Dataset 

We have performed re-identification on two multi-shot datasets to verify the 

effectiveness of MKL-M metric. Multi Shot experiments are conducted on 3DPes and 

i-LIDS datasets. For 3DPes dataset, five images in the gallery set are randomly 

selected for each person. The CMC curve on 3DPes is shown in Fig.3.6. MKL-M has 

Methods r=1 r=5 r=10 r=20 

SDALF [56] 9.9 22.57 30.33 41.03 

ITML [9] 1598 35.22 45.60 59.81 

Patch Match [58] 20.39 34.12 41.09 51.56 

SalMatch [46] 28.45 45.85 55.67 67.95 

Proposed (Two Kernels) 29.95 56.9 71.51 81.6 

Proposed (Three Kernels) 31.19 57.93 70.66 81.39 
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achieved the highest correct recognition rates at all the ranks (from rank@1 to 

rank@20) as shown in Fig.3.6, where the rank@1 rate is 57.67%, and is much higher 

than many state of the art methods including Martinel et.al [40], Zheng et.al.[59], and 

Garca et.al [60]. The proposed approach has achieved great increment in the results 

mainly due to the multiple kernel that enhances the discriminating power of low level 

features using the weighted combination of discriminating linear and non-linear 

kernel spaces, thus MKL-M approach finds the robust combination of these linear and 

non-linear kernels for 3DPes.  

 

     Figure 3.6 CMC Curve for MKL-M on 3DPes Dataset 

 

All the experiments conducted for i-LIDS contain at least two samples per 

person in the Gallery view. In Fig.3.7 the CMC curve is provided for p=50, it is 

evident from the curve of our approach that our method can improve the rank@1 

matching rate when the features are projected into discriminating weighted multiple 

kernel space. In i-LIDS the learned MKL-M has outperformed all the previous state of 

the art methods at rank@1 and rank@5. The performance gain is 3% at rank@1 and 

6.5% at rank@5 using the weighted combination of multi kernels. 
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     Figure 3.7 CMC Curve for MKL-M on i-LIDS Dataset 

3.3 Summary 

This Chapter has covered the details of learning multiple kernel for 

re-Identification, as well as, has given the experiment results with analysis. The 

learned multiple kernel has shown more improvement at rank@1 than just single 

kernel which is just chosen randomly without taking into care the nature of 

distribution in each disjoint view. The learned global multiple kernel is tested on both 

single-shot and multi-shot settings, and has attained much higher rank@1 than many 

previous state of the art methods [12,13,14,52].  
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Chapter 4. Sample Specific Multiple Kernel Metric Learning 

for Person Re-Identification 

 

The multiple kernel in chapter 3 has addressed the problem of both non-linear 

and multi-modal feature space, and has improved discrimination among persons, 

however, it has been learned globally. While, re-identification is a problem to retrieve 

the exact match of each single person, and hence, it is needed to pay more attention of 

each single person's individuality.   

A real world situation of re-identification is shown in Fig.4.1, where different 

person images observed in two disjoint (from VIPeR) views are given (images in the 

same column belong to same identity). All these different persons undergo different 

complex changes (i.e. pose, illumination, background, and viewpoint changes) in real 

world.   

                 a b c d e f

View a

View b

 

 

 

Many state of the art features [4,5,6,7] are designed to obtain reliable and 

invariant representation of a person, and to address the differing appearance problem 

in different views. Therefore, when images undergo complex and random non-linear 

changes, it becomes difficult even for carefully designed state of the art features 

[4,5,6,7] to obtain reliable and invariant features of a person in different disjoint views. 

In this chapter, we propose to learn a localized or sample specific multiple kernel for 

each individual person. Although local distance metrics have been proposed for 

person re-identification [61,62], our localized multiple kernel is different with these 

Figure 4.1 Persons Undergoing Complex Non-Linear Changes in VIPeR Dataset. 
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previous local metrics in a way that our localized multiple kernel address both the 

complex non-linear changes in each disjoint view, as well as, address the multi-modal 

feature space locally for each individual person in a pair of disjoint views.  

In Fig.4.2, a pair of samples belong to the same identity, but, are observed in two 

different disjoint views from the VIPeR dataset, are shown. The observed samples in 

different views have largely differing appearance due to the fact that the two images in 

each disjoint view undergo random and non-linear changes in illumination, pose and 

background. The conventional feature space of the pair of samples is shown in 

Fig.4.2b, while, the feature space after projection in localized multiple kernel space 

(i.e. LWMKL) is shown in Fig.4.2c. It is clearly evident from Fig.4.2c that the 

localized multiple kernel can well address the local complex non-linear changes in 

different non-overlapping views.   

In our work the proposed local or sample wise weighted multiple kernel space is 

referred as LWMKL, and is learned by computing the weights of each pre-selected 

kernel using a qualitative weight learning method proposed in chapter 3. The 

procedure of learning LWMKL for each single person and learning the weights of 

each per-selected kernel is given in subsection 4.3.2. 

Similar to the global multiple kernel projection, when we have learned the local 

weighted multiple kernel space for each individual person, a global distance metric 

referred as LWMKL-M is learned to perform the re-identification. LWMKL-M is 

learned using local fisher discriminant analysis [12] to obtain a discriminative metric 

to match the non-linear pedestrians in different non-overlapping views. Finally, with 

the local weighted multiple kernel space and the global metric we can evaluate the 

metric on several standard datasets, including VIPeR, GRID, CAVIAR4REID, 3DPes, 

i-LIDS, i-LIDS VID and CUHK01.  
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      Figure 4.2 (a) Image Pair, (b) Conventional Feature Space, (c) LWMKL Space. 

4.1 Existing Work 

In re-identification, each single identity is a different person or class, thus, the 

objective of re-identification is to maximize the matching between the samples of the 

same identity, and to attain the gallery match of each single person at rank@1. 

Therefore, recently local methods have been widely proposed in re-identification, 

which have proposed to learn either local metric or local feature extraction methods.   

Further, Ankur Datta et.al in [36] have also proposed feature mapping method. 

Feature mapping in [36] used weighted brightness transfer function to model only the 

non-linear illumination changes.  

Kai Liu et.al in [61] proposed to learn sample wise feature mapping space to 

model the non-linear appearance changes between pair of images of the same person 

in two disjoint views. Ying Zhang et.al in [62] learned sample-specific SVM classifier 

for each pedestrian. However, the local classifier for each person is learned using very 

few positive pairs, and considerably hundreds of negative pairs, thus, leading to over 

fitting in the learned local metric. Kai Liu et.al in [63] proposed datum-adaptive local 

metric learning method for person re-identification, which approximates local feature 

projection maps rather than learning it from the actual observed pair of samples of a 

person.  
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4.2 Motivation 

Recently, local methods have been widely used in re-identification both for matching 

persons, as well as, in obtaining discriminative features of each individual person. 

Although the local methods have addressed non-linear changes, however, there are 

still shortcomings in these recent local methods that make them suffer badly to match 

persons in non-overlapping person views. The shortcoming is that each person in 

re-identification have either a single pair or very few pairs, while, the local metrics 

learned with very few positive pairs and hundreds of negative pairs that would 

obviously overfit the metric, and during learning it could also discard some of the 

subtle useful feature about the person. 

Therefore, the objective of this chapter is to develop a method for localized 

multiple kernel learning that can address the non-linear changes, as well as,     

multi-modal feature space. In addition, the localized multiple kernel is learned by 

particularly taking into care the small sample size problem of re-identification. The 

purpose of this localized multiple kernel learning is to model the complex and 

non-linear changes of each single identity, as well as, address the multi-modal feature 

space in the two disjoint views.  

4.3 Methodology 

This section describes the methodology of learning local weighted multiple 

kernel space (LWMKL), and learning a global distance metric LWMKL for each 

individual identity. In Fig.4.3, a detail pictorial description of our methodology is 

provided that shows each single step of learning LWMKL. 

In Fig.4.3a, in the training stage the dataset is randomly partitioned into training 

and test sets, then LWMKL space is learned using the randomly selected training set. 

First, different heterogeneous features are extracted from the randomly selected "n" 

training samples. Then, using these extracted features a LWMKL space is learned for 

each training sample using the qualitative method proposed in chapter 3.  
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Figure 4.3 (a) Methodology of the Proposed LWMKL space and Learning Metric 

LWMKL-M (b) Testing Methodology for Person Matching 

 

Finally, when we have obtained the LWMKL space of all the "n" training 

samples, a more robust global matching function is learned to maximize the matching 

between the observed samples of each person in a pair of non-overlapping views. The 

learned global matching function in our work is referred as LWMKL-M, and is 

denoted as M*. 

After we have obtained the global metric in the training stage, as shown in 

Fig.4.3a, it is then evaluated on test set. But, before evaluating the learned metric it is 

necessary to obtain the local weighted multiple kernel space for the test samples, since 

the test samples do also undergo different complex non-linear changes, and is shown 

in Fig.4.3b (testing stage). 

However, the labels are unknown during testing, therefore, the local weights 

cannot be learned pair-wise. To resolve this issue an unsupervised KNN method is 

adopted, as shown in Fig.4.3b. It first obtains the top-u nearest neighbors of the test 

query (explained in Sec.4.8), and then obtains the average local weights of all the 

pre-selected kernels using the top-u neighbors. After we have obtained the LWMKL 

space of the test query, the samples in Gallery view are projected into the same 
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{f }

n N
F n 


LWMKL space, and then matched with query using the learned metric M*. Based on 

M*, we then performed the matching with the Gallery, obtaining a ranking list with 

the top-r gallery samples. Using these top-r gallery samples we then re-learn the 

LWMKL space for the test set to obtain more reliable local weights of all the 

pre-selected kernels, which is shown in Fig.4.3b.  

4.3.1 Feature and Kernel Space 

 

Figure 4.4 Feature Extraction (a) Sample Image from VIPeR Dataset, (b) Patches and 

Extracted Features, (c) Accumulating Features to form set F. 

 

In our work, features are extracted patch wise (i.e. 6x6 pixels size) by first 

dividing the pedestrian image into six horizontal bands [46,57]. We then extract color 

and textures features including histograms of RGB, YUV, HSV, LAB and YCbCr for 

each patch. While for texture features LBP [42] and DenseSIFT [46] histograms are 

extracted. In Fig.4.4, the methodology of feature extraction is shown in detail. In 

addition to the above features, color naming [6] and deep features [24] are also 

extracted to enrich the features about the person. Finally, a set F is formed to store all 

these extracted features, and is given as: 

                                                                           (4.1)   

Now, as we have stored all the extracted features in the set F, we then form a set 

of pre-selected kernels, which is referred as Φ, and contains RBF, Chi
2
 and 

polynomial kernels with different values of σ and different degree of polynomials. 
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The pre-selected kernels in our work are given as:  

                       (4.2) 

 

    (4.3) 

 

                                                                           (4.4) 

Finally, all these kernels are defined in a set Φ as:                            

                                                                   (4.5)  

4.3.2 Sample Specific Multiple Kernel Learning 

When we have obtained both the set of extracted features F of all the training 

persons, as well as, the set of all the pre-selected kernels Φ, we can now learn local 

weighted multiple kernel space for each individual identity i.  

The weights of all the pre-selected kernels are then learned one by one by the 

similar qualitative measure as proposed in chapter 3. We select one training person i 

(whom the local weight is needed to be learned), and then select one pre-selected 

kernel Φk from the set Φ, then we take feature fn of person i one by one from the set F 

to obtain its qualitative measure using each feature fn.  

The qualitative measure similar to global MKL (chapter 3) computes the 

discriminating power of the pre-selected kernel Φk in matching the query
a

ix of person 

i with its gallery
b

ix at rank@1. However, different from the qualitative measure 

proposed in chapter 3, the qualitative measure for an individual person in LWMKL is 

obtained by a different analytical method which is given as:  

   (4.6) 

where Err is the ranking error which is computed for the individual person locally. Err 

is basically the ratio between the similarity values drank1(.) and d(.). drank1(.) is the 

similarity value computed between query a

ix and the rank@1 gallery 
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i fx ,while d(.) is the similarity value between the actual positive 

pair ( , )a b

i ix x . And (.)k  is the Φk kernel projection of given feature .fn. Based on 

Eq.4.6, Err is then computed for all the extracted features in the set F for the given 

pre-selected kernel Φk.. 

Since Err is computed for each extracted feature fn, an average ranking error 

Erravg is then computed to obtain the local average quality measure of a given 

pre-selected kernel Φk for person i using all the N extracted features as:  

 

                                                                           (4.7) 

With the , kiErravg  , the local weight
k

 of kernel Φk. for person i is then 

updated as:  

 

                                                                           (4.8) 

Then we can update the local weights of each pre-selected k in set Φk for one 

single person i, as well as, for all the "i" training persons in the training set by 

repeating the above procedure. Finally, when the local weights of all the K 

pre-selected kernels are obtained for person i, its LWMKL space, denoted as βi, is 

obtained as:  

 

                                                                           (4.9) 

With βi for all the "i" persons in the training set, we then repeat the process of 

local weight learning for further t=2 to ensure the weights are unbiased and reliable 

in a pair of non-overlapping views. 

4.3.3 Sample Specific Multiple Kernel Metric 

In the previous subsection, we have already obtained LWMKL space βi for each 

training sample. In this subsection we will learn the sample specific multi-kernel 

based metric LWMKL-M, denoted as M*. Metric M* in our work is learned via local 
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fisher discriminant analysis [12], which obtains a low dimension subspace to match 

the non-linear persons observed in a pair of non-overlapping views: 

 

                                                                         (4.10) 

where Sinter and Sintra are inter class and intra class matrices respectively, which are 

obtained globally. However, when Sintra is computed globally, it may lose significant 

intra-class information. Since intra class covariance of each person may differ from 

global Sintra, therefore, to incorporate the subtle distinct covariance of each person, 

Sintra is learned by integrating both the global and pair wise averaged class covariance 

between two identities (i.e.  each identity in person re-identification is a single class) 

[64] as: 

 

                                                                         (4.11) 

where 'S is the pair-wised average co-variance computed between two different 

persons in the training set, and the Sintra is the conventional global co-variance matrix. 

Here ɣ (0 <ɣ< 1) is a factor that controls the balance between pair wise 

co-variance 'S and global covariance Sintra, and is set to 0.5 in this subsection.  

Further, the locality information is also incorporated during FDA learning by 

using locality preserving projection [65], to preserve locality among samples 

(between samples of the same identity) and restrict large number of outliers (samples 

for negative identities) in re-identification. Locality information is integrated using 

local scaling method given in [66] which learns an affinity matrix A= [aij] by 

measuring the distance between pair of samples. Each element aij in the affinity 

matrix A is then given as: 

 

                                                                         (4.12) 

where aij represents the affinity value between samples a

ix and b

ix , and is obtained by 
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computing distance using the dp (p-norm distance). a

i and b

i represent the local 

scales of samples a

ix and b

ix respectively, and is computed using a similar method in 

[67]. Affinity matrix A obtained above is then combined with S*intra and Sinter 

matrices to learn the new modified S*intra-new and Sinter-new as: 

 

                                                                         (4.13)                                                              

 

                                                                         (4.14) 

  Now, the sample specific multi-kernel based metric M*is then learned as: 

 

                                                                         (4.15) 

To understand all the steps in learning LWMKL-M metric M*, algorithm 4.1is 

given below to describe each learning step in detail. 

 

Algorithm 1 Training: LWMKL and LWMKL-M Learning 

Given: F=[f1,f2,........,fN], Φ=[Ф1,Ф2 ,.........,Φk] 

Number of persons=n' 

Initialize
k

w (set to 1/K where K is the number of kernels in set Φ) 

for t=1,.....,T do 

for i=1,.....,n' do 

for Φ=1,.....,K do 

for F=1,.....,N do 

compute 

 

where 

end for 

compute 
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Update 

where , kiw  is the initial weight of kernel Φk 

end for 

compute 

where
i is the local weighted multi-kernel space of person i 

end for 

compute 

 

where M*is the learned metric, and used in the next iteration 

end for 

Output  Final LWMKL space for person i 

 

and LWMKL-M metric       

  

4.3.4 Re-Identification for Testing 

Similar to the training set, samples in the test set do also undergo complex 

non-linear changes in disjoint views, and are multi-modal. Therefore, before we 

perform matching among these test samples with the learned metric M*, it is 

necessary to address these complex non-linear changes.  

Similar to the training stage, we need to learn LWMKL space βj for each test 

sample j. However, to learn LWMKL space we require label of the test sample, while, 

in testing there is no label information available. Therefore, we have adopted an 

unsupervised method to obtain the local weights for each test sample to form its 

LWMKL space βj . 

For this purpose, a KNN method is used to obtain top-u nearest neighbors of test 

sample j from the corresponding disjoint view in the training set. Now, an initial 
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multi-kernel space ' j for sample j is then obtained by averaging the u local weights 

of each pre-selected kernel from the u neighbors. 

Algorithm 2 Re-Identification after Learning Unsupervised LWMKL 

Given: F=[f1,f2,........,fN],  Φ=[Ф1,Ф2 ,.........,Φk] 

Xj=[ , 1,....,

a

j j nx  ], G=[ , 1,....,

b

j j nx  ] 

LWMKL for Test Query 

compute                       
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where ,'
kj  is the weight of each Φk of query, and is obtained after 

averaging the corresponding Φk values from u-neighbors  

compute ,' ( ' , )
kj j k    

Re-Learned LWMKL for Test 

Given: Top-r Gallery matches 

Repeat Algorithm 1for each ', ' 1,.....,( , )a b

j j j rx x  pair 

compute Average weight , kj  of each Φk using the above obtained r pairs as:            
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compute j  as: 

                               ,( , )
kj j k    

Re-Identification: 

( ( ) ( )) ( ( ) ( ))a b T a b

j j j j j j j jsim x x M x x       

 

The learned ' j is used to perform the re-identification of the test probe to obtain 

top-r potential matching candidates from the gallery set, as shown in Fig.4.3b. These 
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top-r potential gallery candidates are now served as r potential probe-gallery pairs to 

re-learn the labeled averaged pair wise LWMKL space βj to further improve the  

reliability of the learned local weights. Finally, after re-learning LWMKL space βj for  

each test probe, the final re-identification can now be performed to acquire the 

matching of query the samples. The detail procedure of learning LWMKL space for 

test set and performing re-identification using LWMKL-M metric M* is provided in 

the above algorithm 4.2. 

4.4 Performance and Results Analysis 

In our experiments, six kernels are selected by cross-validation on VIPER, 

CUHK03, and MARKET1501 datasets. Then, the learned Multi-kernel based metric 

LWMKL-M, denoted as M*, is  evaluated on different standard single shot and 

multi-shot datasets including VIPeR, GRID, CAVIAR4REID, 3DPes, i-LIDS, i-LIDS 

VID, and CUHK01.  

The experimental results of VIPeR: 

The re-identification results of VIPeR dataset are shown in CMC curve in 

Fig.4.5. We compared our results with the state of the art methods including [5], 

[7],[13], [27], [30],[62],[70],[71], [72], [73], and [75].  

In Fig.4.5, it is clear that the learned LWMKL space using weighted Chi
2
 kernels 

(referred as LWMKL2) and weighted RBF kernels (referred as LWMKL3) have 

demonstrated successful re-identification performance from rank@1 to rank@10. 

The learned metric M*based on weighted multi-kernels LWMKL3 (i.e. weighted Chi
2
 

plus RBF) have also significantly outperformed several state of the art approaches 

including [13], [27], [73] and [75]. Although rank@1 result of LWMKL1and 

LWMKL2 are lower than [73], the learned LWMKL1and LWMKL2 spaces based 

metric M* have obtained much higher re-identification results at rank@5 and 

afterwards.  
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  Figure 4.5 Comparison of CMC Curves (VIPeR, p=316) 

 

It is clearly evident from the obtained results and from the CMC curves in 

Fig.4.5 that even there exists complex non-linear changes in viewpoint, posture and 

illumination among samples in VIPeR, the learned metric M* is discriminative and 

robust, and can correctly match the probe with the corresponding gallery sample.  

The experimental results of GRID: 

 

 Figure 4.6 Comparison of CMC Curves (GRID, p=125, and Gallery=900) 

 

The CMC curves for GRID are provided in Fig.4.6. Similar to VIPeR, the results 

obtained on GRID for all the three variants of LWMKL spaces, which are LWMKL1, 

LWMKL2 and LWMKL3 have attained much higher recognition on complex 

non-linear pedestrians compared to previous state of the art approaches including [5], 

[7], [14], [18], [71], [73], [75], and [76]. Although the learned metric M* has lower 
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rank@1 result compared to [75], however, LWMKL1, LWMKL2 and LWMKL3 have 

attained to identify more than 90% multi-modal persons at rank@5 showing its 

capability to discriminate each individual person even different persons may have 

experienced large non-linear changes in  viewpoints, illumination, and postures.  

The experimental results of CAVIAR4REID: 

To further evaluate the discriminating capability of LWMKL space j  and 

learned metric M*, we have evaluated them on CAVIAR4REID in single shot setting. 

Performance comparison against state of the art methods is provided in Fig.4.7. From 

the results it is evident that the learned metric M* has outperformed many state of the 

art methods, including [12], [13], [38] and [112], on CAVIAR4REID at all ranks (i.e. 

from rank@1 to rank@10). M* has obtained rank@1 re-identification of about 

47.92% using LWMKL3, while about 45.72% using LWMKL2, and about 43.66% 

using LWMKL1, respectively. Similar to VIPeR and GRID datasets, M*on 

CAVIAR4REID has also shown robustness against complex non-linear changes and 

against poor quality images (i.e. varying aspect ratio, as well as, blurring). 

 

 Figure 4.7 Comparison of CMC Curves (CAVIAR4REID, p=36, and S.S.) 

The experimental results of 3DPes: 

To further evaluate the performance and scalability of the learned space j and 

the learned metric M*, we have evaluated M* on 3DPes. The obtained results are 

shown in CMC curves in Fig.4.8, where the most discriminating LWMKL space is 
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LWMKL3 (i.e. weighted RBF and Chi
2
 only). LWMKL3 has outperformed most of 

the state of the art methods including [27], [38], [57], [60], [71], [78], [80], and [81], 

and has attained 73.97% matching at rank@1. However, LWMKL1 and LWMKL2 

have attained lower rank@1 performance compared to [80].The main reason behind 

this lower matching at rank@1 is due to the fact that the persons observed in 3DPes 

undergo large viewpoint and illumination changes so that the chosen kernel (i.e. 

polynomial kernel) in LWMKL1 and LWMKL2 face difficulty in addressing these 

complex changes, as well as, face difficult in addressing the multi-modal feature 

space. Therefore, when an optimum local weighted multi-kernel combination 

LWMKL3 space is learned, i.e. using RBF and Chi
2
 kernels, then there is 

considerable improvement at all ranks. 

 

Figure 4.8 Comparison of CMC Curves (3DPes, p=95) 

 

The experimental results of CAVIAR4REID: 

Further, CAVIAR4REID dataset is also evaluated in multi-shot setting. The 

obtained re-identification results on CAVIAR4REID dataset are given in detail in 

Fig.4.9. Similar, to the single-shot setting all the three variants of LWMKL have 

outperformed many state of the art methods at rank@1 matching. The obtained results 

are 66.4%, 65.75%, and 63.96% for LWMKL3, LWMKL2 and LWMKL1, 

respectively. LWMKL3 variant has particularly outperformed all the previous state of 

the art approaches including [10], [57], [82], [83], and [105]. These results have 
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proven that the learned LWMKL is discriminative to model the non-linear changes of 

different persons in a pair of non-overlapping views, and then the leaned metric M*is 

also robust against non-linear changes and impostors.  

 

 Figure 4.9 Comparison of CMC Curves (CAVIAR4REID, p=36, and M.S.) 

 

The experimental results of i-LIDS: 

 

   Figure 4.10 Comparison of CMC Curves (i-LIDS, p=50) 

CMC curves in Fig.4.10 are obtained for i-LIDS dataset in multi-shot settings. 

The multi-shot experiments use the samples which have at least more than three 

samples available, from which one sample is chosen as query. 

The experimental results of i-LIDS VID: 
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Figure 4.11 Comparison of CMC Curves (i-LIDS VID, p=150) 

i-LIDS VID is recently published standard multi-shot dataset, which contains 

sequence of images of each person in disjoint views. For testing purpose, five samples 

per person are randomly chosen in each trial to form Gallery view. Despite large intra 

class variation within the images of the same person, caused by changes in poses and 

viewpoints, the learned metric M* has still attained remarkably higher matching in 

identifying large number of query persons correctly, as shown in CMC curves in 

Fig.4.11. All the three variants LWMKL3, LWMKL2 and LWMKL1 have attained 

state of the art performance at rank@1 of about 67.96%, 66.61% and 65.64% 

respectively, which are much higher than state of art methods including [5], [78], [83], 

[84], [85], [86], and [87]. The main reason to outperform previous state of the art 

methods is mainly due to the addressing multi-modal, as well as, non-linear feature 

space using sample specific multi-kernel space j .When features are projected into 

LWMKL space j ,the matching between the pair of samples in non-overlapping 

views is largely maximized, and the learned metric can discriminate well the different 

complex persons. 

The experimental results ofCUHK01: 

We evaluated the learned multiple kernel metric M* on CUHK01 by projecting 

the features into the locally learned multiple kernel space j . Gallery in CUHK01 

contains two samples per person. All the three variants (i.e. LWMKL1, LWMKL2, 
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and LWMKL3) are evaluated for twenty trials, and the averaged results are shown in 

CMC curves in Fig.4.12. From the obtained results, it is evident that the persons 

undergoing complex non-linear changes can be well discriminated after projection 

into LWMKL space j .All the three variants have significantly outperformed several 

previous state of the art methods including [7], [18], [26], [30], [69], [72], and [75]. 

Compared to [30], LWMKL3, and LWMKL2 have about 6.48% and 4.4% rise at 

rank@1, respectively. This rise in rank@1 is mainly due to the capability of locally 

handling the complexity, non-linearity and modality in the feature space that cannot 

be easily modeled using only global single kernel projection in [13].  

 

Figure 4.12 Comparison of CMC Curves (CUHK01, p=486) 

4.5 Summary 

Images in disjoint camera views undergo different non-linear changes. These 

changes can be different in different view, and even can be different from person to 

person whether the persons are observed in the same view or in disjoint different 

views. In this chapter, the proposed local or sample-specific multi-kernel space is 

learned to address all these complex non-linear changes in each disjoint view. The 

learned multiple kernel space is then used to learn a more robust and discriminative 

metric for person matching. The obtained results on single-shot and multi-shot 

datasets have demonstrated that the learned local multiple kernel space can well 
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discriminate different persons, and the learned metric can maximize the matching 

between pair of positive samples in non-overlapping views. 
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Chapter 5. Multi-Modal Metric Learning with Impostors 

Resistance for Person Re-identification 

 

In chapter 4 we have proposed a localized weighted multiple kernel space for 

each individual person to address the non-linear changes it experiences in each 

disjoint view. In addition, the local weighted multiple kernel space in our work do also 

take into account that in real outdoor scenes a person may undergo different changes 

in each different view.  

Although, the localized multiple kernel space do address the complex non-linear 

changes, in real world scenes, when such complex changes exist in a multi-view 

data(i.e. from different camera viewpoints) , the different observed persons in each 

disjoint view in re-identification will lie on multi-modal feature space [41]. In actual 

re-identification, feature space is usually non-linear, multi-modal [41], as well as, 

multi-view. Though, we have leaned multiple kernel space to address complex 

non-linear changes, still, the multiple kernel lack to address explicitly the complex 

multi-modal feature space. In addition, there is one problem arises in the multi-modal 

feature space, which is that the matching between pair of positive samples further 

becomes difficult due to the presence of impostor samples which are lying on different 

and complex modal space other than the positive pair. 

In re-identification, both addressing multi-modal feature space and declining 

impostors during matching are big challenges to obtain maximum matching between 

a given pair of positive query and gallery images. In re-identification, a modal space is 

defined as the space which is formed by the joint combination of different changes a 

given pair of images of the same person undergoes in different disjoint views. These 

changes are pose, viewpoint, illumination, and background changes. Impostors in 

re-identification are defined as the persons that belong to the other persons, however, 

possess higher similarity with the given query than the actual gallery sample.  

In past, there have been several methods proposed to solve the problem of 

impostor persons. These previous methods have either proposed to extract robust 
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feature or learn discriminative metric [8,90,91,92], while, these methods have totally 

ignored the intrinsic complex structure of re-identification feature space. Since the 

intrinsic feature space of re-identification is multi-modal, if the resistance against 

impostor is learned using the impostor belonging to a different modal other than the 

given sample itself, then the metric obtained does not perform optimally. 

        

Figure 5.1 Three Modals M1, M2. and M3 in Image Space. Query and Gallery lie in modal 

M1, while, one impostor for Query lies in Modal M2, and the other in Modal M3. 

 

We have illustrated this situation in Fig.5.1 to provide an insight understanding. 

Fig.5.1 shows three transform modals M1, M2 and M3 in the global image space. M1 

contains a positive pair (query and gallery) enclosed in green rectangles for which a 

metric is learned, while, there are two more pairs lying in modals M2 and M3, 

respectively. View b images (enclosed in red rectangles) in M2 and M3 are similar to 

query in M1, and thus, are impostors for query sample. In conventional approaches 

[8,90,91,92], the metric between query and gallery samples in M1 is learned using the  

impostor sample from M2 (Metric DM1) or M3 (Metric DM2) as a constraint. 
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Therefore, if the similarity for positive pair is learned under the constraint of an 

impostor person lying on a different transform modal other than the positive pair, then 

the learned similarity metric would not be the optimal matching function, which can 

be proved from poor retrieval results in Ranklist 1 and Ranklist 2 in Fig. 5.1. 

Further, in Fig.5.1 previous approaches [8,90,91,92] have used impostor samples  

for query sample only from the Gallery view, while totally ignored the gallery sample. 

Therefore, to resolve the above shortcomings in [8,90,91,92], we have proposed an  

impostor resilient multi-modal metric, referred as IRM3, which eliminates the 

impostors largely and attains an optimal matching between positive pair. The 

objective of IRM3 is to maximize the matching of a positive pair against both the 

negative gallery samples (N.G.S.) (samples which are not impostors and belong to 

different persons)and the impostors by taking into account the modal a given pair, its 

negative gallery samples, and its impostors reside. Further, in contrast to [8,90,91,92],  

it also takes into consideration the impostor samples for both the query and its 

respective gallery sample. This pair of impostors are referred as Cross views 

impostors (C.V.I.) which are obtained for query and gallery samples from their 

opposite views, and help in further maximizing the similarity between given query 

and gallery samples. The contributions of our impostor resilient multi-modal metric 

IMR3 are: 

 Improving impostors resistance by jointly exploiting the transform modals [41], 

as well as, impostor samples from both Probe and Gallery views;  

 With our IMR3 approach a significant gain in performance is obtained in 

Multi-Kernel Local Fisher Discriminant Analysis (MK-LFDA) [93]. 

5.1 Existing Work 

In [41] Li et.al, proposed a multi-modal metric. Their work proposed that the 

re-identification image space is multi-modal due to different and complex non-linear 

changes in each disjoint view. Therefore, a single matching function that is globally 
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learned cannot well discriminate all the observed multi-modal persons. Following 

[41], [61] also proposed a multi-modal metric. But, it assumes that each different 

person observed in each disjoint view undergoes different complex changes, and thus, 

lies on a different multi-modal transform in each view. Thus, [61] proposed to learn a 

view specific metric for each person. Further, there are also metrics proposed to 

resolve the matching problem against impostors. In [91] an impostors based metric is 

proposed that uses only impostor samples as negative samples to learn the global 

metric. The metric is then learned by satisfying the learning constraint to maximize 

the matching between given positive pairs against the impostor samples only. Then, in 

[92] another idea is proposed that both easily separable negative samples and 

impostors have different weights during metric learning, and that could help in 

learning a more robust metric. The improvement is obtained due to the reason that the 

metric can now exploit the negative samples, including hard negative samples, to 

improve the matching of positive pairs.  

5.2 Motivation 

Though multi-modal metric [41,61]and impostor resistant metrics [91,92] have 

been proposed in re-identification, none of these methods have taken into care to 

jointly exploit the benefits in matching the positive by both addressing the 

multi-modal feature space and the impostor resistance at the same time. Our 

motivation is based on the fact that if we develop a method to address both the 

multi-modal feature space and impostor resistance, then we could greatly help in 

learning a more robust and discriminating global metric. Thus, the matching between 

positive pairs and their ranking orders can be largely improved. Further, these 

previous methods have ignored to exploit the cross views impostors, i.e. impostors 

from both the Probe and Gallery views, which could deliver more differentiating 

capability during learning the matching between positive pairs against the impostors. 

Therefore, using the cross views impostors the positive pair is more strongly pushed 
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close to each other against both the Gallery view impostors, as well as, Probe view 

impostors.   

5.3 Methodology 

Fig.5.2 shows the framework of our IRM3 approach. In Fig.5.2, first color and 

texture features are extracted from each training sample, then, different models are 

discovered in the image space. These models are discovered by using sum of squares 

clustering which is explained in subsection 5.3.2. Finally, for each modal cross views 

impostors (C.V.I.) (explained in 5.3.3), negative gallery samples (N.G.S.) (explained 

in 5.3.4) are generated to train the model metric Mk for each transform model k. In our 

work, the model metric Mk is learned using MK-LFDA [93], and the learning 

procedure is explained in 5.3.6. Finally, in 5.3.7 we have explained how we have 

performed matching between test query and gallery. 

 

 

 

 

 

 

 

 

       

Figure 5.2 Methodology of Impostor Resilient Multi-Modal Metric Learning (IRM3) for 

Re-Identification. 

5.3.1 Feature Extraction 

RGB, HSV, LAB, YCbCr, and SCNCD histograms are extracted according to 

similar settings in [13] using 32 bins per channel, and settings in [6], respectively. 

Then, all five features are concatenated together. Similarly, SILTP, DenseSIFT, and 
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HOG features are extracted according to the settings in [5], [94] and [95], respectively, 

and are concatenated together. Dimension of color and texture features after 

concatenation become large, and since Re-ID data is multi-view, we used CCA [96] to 

reduce dimension. However, to keep the local discriminative information of each type 

of feature, we applied CCA to color and texture features individually. By cross 

validation on VIPeR and CUHK03 we have obtained optimal dimension for color 

feature to be 900, and texture feature to be 700. Finally, the reduced color and texture 

features are concatenated to form a feature vector F of size 1600. 

5.3.2 Image Space Partition 

Let X be the image space, then X is: 

 

                                                                           (5.1) 

where ix is the feature representation iF of person i, and n is the number of persons in X. 

Since images in X lie on different transform models, there exists distinct clusters of 

different models in X. Each of these model clusters has its own unique transformation 

and visual patterns, thus, all the persons belonging to a model k can be obtained using 

sum of squares clustering as: 

 

 

                                                                           (5.2) 

where K are the number of models in X, Sw is the scatter matrix of within transform 

models, ,k iz is the association of ix with transform model k, and mk is the center of the 

kth transform model. In Eq.5.2, each model center mk is critical in discovering distinct, 

stable and non-empty models in X. Thus, choosing any sample (
a

ix ;
b

ix ) as center mk 

of any given model k, it is necessary to make sure it is a right choice. In order to make 

sure a chosen modal center is right it has to fulfill two conditions: First, (i) if the 

chosen sample (
a

ix ;
b

ix )is a center of modal cluster k, then, all the persons in modal k 
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will be its neighbors, and it has the highest number of nearest neighbors. Second, (ii) 

center mk and all its nearest neighbors lie on the same modal, therefore, these 

neighbors will share similar patterns with the center mk in both Probe and Gallery 

views. 

The next step is to compute the number of nearest neighbors for each person in 

training set by taking into consideration the above two conditions. For this purpose, 

we have used both probe (
a

ix ) and gallery (
b

ix ) samples of each person to obtain four 

lists of neighbors, which are computed from both camera views. To acquire most 

reliable neighbors we then select only top@40(top@20 for VIPeR) neighbors from 

each list, and then, perform an intersection operation among all the four lists to obtain 

the cardinality value, as well as, IDs of the neighbors which are common in both 

Probe and Gallery views of a given person. Here, the reason to choose top@40 

neighbors is to maintain maximum reliability with minimum time and memory cost in 

large datasets. For instance, if we have k=16 modality spaces in CUHK03, then, in 

each modal there will be at least 78 training persons. To obtain a center sample xi of 

any modality space it must have at least 51% neighbors in that modal, and thus, we 

take top@40 neighbors which is in actual 52% proportion of the training persons in a 

modal to find out whether xi is a center or not. 

Then, the obtained cardinality value and the IDs of the obtained neighbors are 

stored in a matrix. Further, this procedure is repeated for the rest of the remaining n-1 

persons in the training set, and then their cardinality values, as well as, IDs of the 

neighbors are also stored in the same matrix. 

Using this matrix we can obtain our K initial centers for K modal transforms. 

These K centers are chosen as the K top persons with highest number of neighbors. 

However, it could be possible that two or more persons can have the same cardinality 

value, as well as, share the same nearest neighbors IDs. In that condition simply 

choosing top K persons is not the best solution. Therefore, we chose only those top K 

persons that do not have any person IDs common in their neighbor’s lists. In addition, 
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for situations where more than two persons have the same cardinality and share the 

same neighbors IDs, we randomly chose any one person from them to represent that 

modal center. Finally, getting the K modal centers the optimal partitioning of the 

image space X is obtained by minimizing the variance within the given modal scatter 

matrix as: 

 
 
 
                                                                           (5.3) 

Although the image space is partitioned into K modals, however, to ensure the 

obtained modals are distinct and stable (in our work a stable modal is formed when it 

contains at least 15% training persons) we have updated the modal centers and 

re-partitioned the space for further t =3 times. The modal centers are updated as: 

 
 

     (5.4) 

where 'kN is the number of persons in modal k, and given as: 

 
 
                                                                           (5.5) 

Computing the initial modal centers is computationally tedious in our work, 

however, it has still moderate computational burden. For the training size of n persons 

the complexity is about ( )t K n   ,where t is the number of iterations, and K is the 

number of modals. 

5.3.3 Cross Views Impostors (C.V.I.) 

After getting the distinct modals in the image space X, we can now obtain the set 

of C.V.I. for each positive pair (
a

ix ,
b

ix ) that are lying in modality space k from both of 

its Probe and Gallery views. We believe that in real world situation (open set), where 

a positive pair always has limited or few samples, these C.V.I. impostors can be 

exploited to deliver subtle and differentiating information in metric learning that can 

differentiate a given pair more efficiently against large number of diverse real world 

impostors and negative gallery samples. These impostors are obtained by comparing 

the similarity value of a given person pair against the other persons in Gallery and 
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Probe views. First, the similarity values for a probe sample
a

ix is computed with the 

whole Gallery view using metric Mini and CCA reduced feature F as: 

 

     (5.6) 

 

where ix and jx are CCA reduced feature F of person i and j, while Mini is a globally 

learned metric with feature F using K-LFDA [13]. We have used linear kernel to save 

memory and computational time. Similarly, the similarity values for gallery 

person
b

ix are obtained with the whole Probe view as: 

 

     (5.7) 
 

These obtained values 
i

probeS  and
i

galleryS for person (
a

ix ,
b

ix ) in modal k are then 

stored into two sets as: 

 
 

     (5.8) 
   
 

and 

 
     (5.9) 

 

where 'kN refers to the number of persons in a modal k. Now, we compare each 

similarity value in these sets with the reference similarity value 
( )a b

i i

ref

x x
S


of a given pair 

(
a

ix ,
b

ix ) to obtain its C.V.I. . . .

( )a b
i i

C V I

x x
Set


as: 

 
                                                                         (5.10) 
 

where
, ( , )a b

i i

i ref

p probe p x x
x S S   or

, ( , )a b
i i

i ref

p gallery p x x
x S S  . And p is the index of impostor person, 

and
( )a b

i i

ref

x x
S


is computed as: 

                                                                  (5.11) 

Further, using Eqs.5.6-5.11, C.V.I. set . . .

( )a b
i i

C V I

x x
Set


for all the 'kN persons in the 
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modality space k are computed. The computational cost of generating cross views 

impostors for a modality space k is about (3 ' )kN  , where 'kN n . 

5.3.4 Negative Gallery Samples (N.G.S.) 

We have also used negative gallery samples (N.G.S.) to learn metric Mk. Set of 

N.G.S. is denoted as 
( )a b

i i

Ng

x x
Set


. For person pair (

a

ix ,
b

ix ) N.G.S. are obtained from 

Gallery view only as:  

                                                                 (5.12) 

where q p in . . .

( )a b
i i

C V I

x x
Set


, and q i for probe i. Here q is the index of N.G.S.. Further, 

the set of N.G.S.
( )a b

i i

Ng

x x
Set


for all 'kN persons in modal k are then obtained using the 

above Eq.5.12. 

5.3.5 Triplet Formulation 

Getting the set of C.V.I. . . .

( )a b
i i

C V I

x x
Set


and N.G.S.

( )a b
i i

Ng

x x
Set


for all 'kN  persons in 

modality space k, we will now generate triplet samples to learn metric Mk. Since the 

positive samples for each person ix  are too scarce than the number of negative 

samples, following the protocol of data augmentation in [34] we augment each person 

pair five times. Similarly, following the protocol in [26] we generate 20 triplets for 

each positive pair. Now, the triplet samples
imp

iT  and
Ng

iT for person ix using impostor p 

and negative gallery q are given as: 

                                                                  (5.13) 

and 

                                                                  (5.14) 

where p and q are taken from respective sets . . .

( )a b
i i

C V I

x x
Set


and 

( )a b
i i

Ng

x x
Set


of person ix . 
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B WS S  

max ( )
k

T

k B k

TM
k W k

M S M
Tr

M S M

5.3.6 Impostors Resistance Multi-Modal Metric (IRM3) Learning 

Taking triplets from
imp

iT  and
Ng

iT , metric IRM3 for modality space k is learned 

using MK-LFDA [93].To save both the computational time and memory requirements, 

we adapted [93] and use three RBF kernels and one 2 kernel. The weights for these 

kernels are learned globally for once for each dataset in our work using the similar 

method in [93]. The reason to learn weights globally is to both save time and 

computational burden. Further, there is considerably minor effect on kernel weights, 

even the weights are learned globally. This is due to the fact that the global space is 

comprised of all the existing modality spaces, and thus, all the modality spaces 

contribute in learning the global weights. For learning weights of kernels, all the 

extracted features are used individually, and the dimension of these features are also 

individually reduced to 450 by CCA before learning weights. 

In all our experiments the obtained weights for VIPeR are 0.3, 0.22, and 0.22 

for RBF kernels, while weight for 2 kernel is 0.26. ForCUHK01 and CUHK03, the 

obtained weights for RBF kernels are 0.28, 0.24, and 0.24, while weight for 2  

kernel is 0.24. The values in all the datasets for the three RBF kernels are set to the 

mean value of modal k, which is,  value
(  value )

2

mean
mean  and  value

(  value )
2

mean
mean  . 

These values for are chosen to model all the different variations in the modal k. 

While the  value for 2 kernel is also set to mean value of modal k. The mean 

value in our work is the similarity value between probe and gallery samples of 

center mk. Finally, the metric Mk is learned as: 

 

                                                                         (5.15) 

where matrices BS  and WS are obtained with similar method in [93]. Eq.5.15 is then 

solved using generalized eigenvalue problem [98] in Eq.5.16 to obtain first r'=300 

eigenvectors corresponding to eigen values with largest magnitude as: 

 
                                                                         (5.16) 
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( , )
( ) ( )a b

i j

a b T a b

i j k i jx x
d x x M x x  

5.3.7 Re-Identification 

From Fig.5.2, re-identification between test pair ( ,a b

i jx x ) is performed by first 

determining the transform modality space the test pair belongs to using K-NN 

classifier. In K-NN classifier, the parameter K is set to the number of modality spaces 

in the image space, i.e. in VIPeR the value of K is set to the number of modality 

spaces k=7. Then, the features of ( ,a b

i jx x ) are projected into the weighted multi-kernel 

space of the respective modality space, followed by the respective modality space 

metric Mk to perform matching as: 

 

                                                                         (5.17) 

5.4 Experiments 

Our IRM3 metric is evaluated on three benchmark datasets: VIPeR, CUHK01, 

and CUHK03. We follow the evaluation protocol of [70] for test/train split for VIPeR, 

CUHK01, and CUHK03 datasets. In our work we have tested CUHK01 for p=486 

only, while, CUHK03 is tested for both labeled and detected settings. All the 

experiments are conducted in single-shot mode, and all the reported Cumulative 

Matching Curve (CMC) are obtained by averaging the results over 20 trials. 

5.4.1 Experiment Protocols 

To thoroughly analyze the performance of IRM3 we have devised three 

evaluation strategies. These strategies evaluate IRM3 performance with different 

number of discovered modality spaces K in X, with Gallery view impostors (G.V.I.), as 

well as, Cross views impostors (C.V.I.). G.V.I. are the impostors from Gallery view 

only, and are obtained in similar way as in previous conventional metrics 

[8,90,91,92].  

 IRM3 Only: It is basic multi-modal metric, learned with only Negative Gallery 

Samples (N.G.S.). 
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 IRM3+ G.V.I.(p'): IRM3 is learned with impostors from Gallery view (G.V.I.), as 

well as, with N.G.S.. Here p' refers to the number of impostors taken from 

Gallery view to form triplet samples, and have values p'=5, 10, and 15. While, 

the remaining triplets are formed using N.G.S. 

 IRM3+ C.V.I.(p'): IRM3 is learned with C.V.I., as well as, with N.G.S.. Here p' 

refers to number of C.V.I. samples used to form triplets, and have values p' =5, 10, 

and 15. While, the remaining triplets are formed using N.G.S. 

All the samples from N.G.S., G.V.I., as well as, C.V.I. contain most difficult 

instances for a person and are randomly sampled offline, before, training metric. In all 

the three strategies above, we have partitioned image space into k=3, 5, and 7 for 

VIPeR, while, for CUHK01 we have used k=6, 7, and 10 partitions, and for CUHK03 

k=13, 14, and 16 partitions are used, respectively. 

5.4.2 Results on VIPeR 

Comparison with State of the art Features: Results of IRM3 metric are 

compared with three state of the art features LOMO [5], GoG [7] and 
LE

fmoM  [18] in 

Table.5.1. All the results in Table.5.1 are obtained for K=7 modality spaces, and our 

IRM3+C.V.I.(p'=15) has attained rank@1 52.81% and has outperformed all the three 

features of re-identification, providing evidence that if the metric can address 

multi-modal transform variations well, as well as, have strong resistance against 

impostors, then the matching accuracy can be improved. Our learned 

IRM3+C.V.I.(p'=15) considers to optimize all the rank orders simultaneously, and 

thus, has large improvement at rank@5 and rank@10. 

Comparison with Metric Learning: We also compared metric IRM3 with 7 

metrics. From Table.5.1 IRM3+C.V.I.(p'=15) has outperformed both multi-modal 

metric LAFT [41] and impostor resistance metric LISTEN [92]. The prime difference 

between IRM3 and [41,92] is its capability of addressing both the person modal 

transform, as well as, capability to further maximize the matching against joint 

constraint of cross views impostors. All these are the causes of great challenge in 
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matching pedestrians. In Table.6.1 only SS-SVM [62] is a metric that tries to model 

the transform modal for each individual person, however, it never paid attention to 

acquire resistance against impostors, and thus has 19.21% lower rank@1 accuracy 

than IRM3+C.V.I.(p'=15). Though, IRM3 has successful results, still it has 1.36% 

lower rank@1 than SCSP [71]. Obviously, VIPeR has large pose, mis-alignment and 

body parts displacement issues which are especially not addressed in our work, and 

thus, is necessarily needed to improve the matching and results largely. 

 

       Table 5.1 Top Rank Comparison on VIPeR Dataset 

 

Comparison with Deep Methods: Though deep features (DF) and deep 

matching networks (DMN) have no match with conventional metric learning methods, 

from the results in Table.5.1 it is clearly evident if two major issues of 

re-identification (i.e. multi-modal transforms, and strong rejection capability against 

impostors) can be well handled simultaneously, then comparable or even higher 

performance than deep methods can be attained. Our IRM3+C.V.I.(p'=15) has 7.1% 

  
VIPeR (Single-Shot, p=316) 

  
Method 

 
r=1 

 
r=5 

 
r=10 

 
F 

LOMO[5] 40.0 - 80.51 

mOM[18] 48.0 76.8 85.4 

GoG[7] 49.7 79.7 88.7 

DF SIR-CIR[25] 35.76 68.38 82.9 
 
 
 
 

DMN 

GS-CNN[100] 37.8 66.9 77.4 
DGD[29] 38.6 - - 

LSTM[101] 42.4 68.7 79.4 
Mu Deep[68] 43.03 74.36 85.76 
E2E-CAN[69] 47.2 79.2 89.2 
DLPA[30] 48.7 74.7 85.1 
Quad-NET[70] 49.05 73.10 81.96 
JLML[75] 50.2 74.2 84.3 

 
 
 
 

M 

ITL[101] 15.2 34.2 45.9 
LAFT[41] 29.6 - 69.3 
LISTEN[92] 37.47 70.78 - 
WARCA[79] 39.62 69.97 82.9 
L-1 GRAPH[102] 41.5 - - 
S.SSVM[62] 42.66 70.1 84.27 
SCSP[71] 53.54 82.59 91.49 
IRM3 Only 45.92 82.90 91.63 
IRM3+ G.V.I.(p'=15) 50.39 85.79 95.73 
IRM3+ C.V.I.(p'=15) 52.81 87.95 97.29 
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and 4.94% higher rank@1 than Quadruplet-Net [70] and JLML [75], respectively. 

These obtained results demonstrate the fact that for smaller dataset like VIPeR deep 

matching networks have insufficient training samples to learn a discriminative 

network. 

Fig.5.3 shows the comparison of retrieval results of two queries from VIPeR 

dataset for XQDA[5] and our IRM3+C.V.I.(p'=15) when K=7 modality spaces are 

used. Retrieval results of Query1 for XQDA find the correct match at rank=4 enclosed 

in green rectangle b. While, IMR3 finds the match at rank=2 enclosed in green 

rectangle e. Similarly, for Query2 our IMR3 finds the match at rank=1 enclosed in 

green rectangle j, in contrast, XQDA finds the correct match at rank=3 enclosed in 

green rectangle h. Thus, our IRM3 approach improves matching, and consequently 

rank gets higher. 

 

Figure 5.3 Two Queries are shown Query1 and Query2, and their retrievals results using 

XQDA [34] and using our IRM3. Correct Match is shown in green rectangle, while, blue 

rectangle shows Impostors. 

 

5.4.3 Results on CUHK01 

Comparison with State of the art Features: Table.5.2 summarizes results of 

IRM3 for K=10 modality spaces in CUHK01, and compares the obtained results with 
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LOMO [5], GoG [7], and LE

fmoM [18]. Though, the three features are discriminative, 

however, our IRM3 approach is better than the three features in solving the two big 

challenges of Re-ID, i.e. multi-modal pedestrians matching and impostors resistance. 

Since, CUHK01 has larger training set than VIPeR, thus, modal transforms can 

be well learned, and therefore, IRM3+C.V.I.(p'=15) attains larger discrimination than  

LE

fmoM  [18]. Our IRM3+C.V.I.(p'=15) has 15.15% higher rank@1 accuracy than 

LE

fmoM due to inherent virtue of handling different modality spaces, person specific 

variations, as well as, rejecting large number of impostor, all simultaneously. 

Comparison with Metric Learning: In Table.5.2 three most recently proposed 

metrics WARCA [79], L-1 Graph [102], and CVAML [103] are compared with our 

IRM3 approach. All the three metrics have the assumption of uni-modal inter-camera 

transform, rather than, multi-modal image space. Though, WARCA [79] have 

employed hard negative samples as learning constraint, however, ignoring other 

negative samples from Gallery view, as well as, did not take into consideration a 

person modality space during learning have made it suffer greatly to attain higher 

accuracy. On the other hand, IRM3+C.V.I.(p'=15) has capability to deal all these 

challenges, and thus, has attained 76.14% rank@1 accuracy. 

Comparison with Deep Methods: In Table.5.2, we can see several deep 

matching networks (DMN) have performed much well than conventional metrics on 

CUHK01. Only K-LFDA when trained with
LE

fmoM [18] feature attains comparable 

performance than DMN. However, motivated to resolve the challenges for 

re-identification in real world (i.e. multi-modal image space, and diverse impostors) 

IRM3+C.V.I.(p'=15) has much better results than MCP-CNN [26], E2E-CAN [69], 

Quadruplet-Net [70], and JLML [75]. While, our IRM3+C.V.I.(p'=15) has 1.49% 

higher rank@1 than DLPA [30]. DLPA extracts deep features by semantically 

aligning body parts, as well as, rectify pose variations. We believe if semantic body 

parts alignment, and rectification of poses variations are included in our IRM3 then 
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the results can be further improved. 

  Table 5.2 Top Rank Comparison on CUHK01 Dataset 

5.4.4 Results on CUHK03 

Comparison with State of the art Features:Table.5.3 compares LOMO [5] and 

GoG [7] features with our IRM3 metric in both Labeled and Detected settings. All the 

results in Table.5.3 are obtained for K=16 modals. In Table.5.3, obtained results are 

much higher than the two features. Our IRM3 and [5,7] mainly differs in motivation. 

In [5,7] a universal feature representation is proposed for all the different persons, 

which may not be optimal for all the persons at the same time residing on different 

modality spaces, in contrast, our motivation is based on discovering distinct modals in 

the image space and then addressing each modality space specifically with 

empowerment of large number of impostors rejection. Therefore, our 

IRM3+C.V.I.(p'=15) (in Labeled setting) has rank@1 accuracy of about 86.17%. 

Comparison with Metric Learning: In Table.5.3, recently proposed SSM [73] 

and WARCA [79] are compared with our IRM3 approach. WARCA [79] differs with 

our IRM3 approach in a way that it only addresses hard negative samples, while, SSM 

[73] differs in a way that it has no measure to account for different modality transform 

spaces, as well as, have no resistance against impostors. Our IRM3+C.V.I.(p'=15) (in 

Labeled setting) has surpassed [73] and [79], and has attained 11.1% and 9.04% rise 

  
CUHK01 (Single-Shot, p=486) 

  
Method 

 
r=1 

 
r=5 

 
r=10 

 
F 

LOMO[5] 49.2 75.7 84.2 

mOM[18] 64.6 84.9 90.6 
GoG[7] 57.8 79.1 86.2 

 
 
 

DMN 

MPC-CNN[26] 53.7 84.3 91.0 
DGD[29] 66.6 - - 
E2E-CAN[69] 67.2 87.3 92.5 
DLPA[30] 75.0 93.5 95.7 
Quad-NET[70] 62.55 83.44 89.71 
JLML[75] 69.8 88.4 93.3 

 
 
 
 

M 

CVAML[103] 57.3 81.2 86.5 
WARCA[79] 58.34 79.76 - 
L-1 GRAPH[102] 50.1 - - 
IRM3 Only 68.24 88.71 94.31 
IRM3+ G.V.I.(p'=15) 72.91 94.61 97.6 
IRM3+ C.V.I.(p'=15) 76.14 96.90 98.35 
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at rank@1 accuracy, respectively. 

Comparison with Deep Methods: Interestingly, in Table.5.3 all the deep 

methods in Labeled and Detected settings have very high performance on CUHK03. 

These high results demonstrate the fact that CUHK03 is the largest dataset among all, 

and thus, can help in learning a more discriminative DMN. Even though, both DLPA 

[30] and JLML [75] learn deep body features with global and local body parts 

alignment, as well as, pose alignment, however, our IMR3 approach benefitted with 

transform specific metrics empowered with impostors rejection have still maintained 

to attain better results. Our IRM3 considers optimizing all the rank orders 

simultaneously, and thus, have large gain atrank@5 and rank@10 in Labeled setting. 

               Table 5.3 Top Rank Comparison on CUHK03 Dataset 

 CUHK03 (LABELED, p=100) 
 Method r=1 r=5 r=10 

F LOMO[5] 
52.2 82.23 92.14 

GoG[7] 67.3 91.0 96.0 
DF DCAF[28] 74.21 94.33 97.54 

 
 

DMN 
 

DGD[29] 75.3 - - 
Quad-NET[70] 75.53 95.15 99.16 
Mu Deep[68] 76.87 96.12 98.41 
E2E-CAN[69] 77.6 95.2 99.3 
JLML[75] 83.2 98.0 99.4 
DLPA[30] 85.4 97.6 99.4 

 
 
 
 

M 

S.SSVM[62] 57.0 85.7 94.3 
Null Sp.[72] 62.55 90.05 94.80 
SSM[73] 76.6 94.6 98.0 
WARCA[79] 78.38 94.55 - 
IRM3 Only 78.83 95.97 98.37 
IRM3+ G.V.I.(p'=15) 83.32 98.70 99.54 
IRM3+ C.V.I.(p'=15) 86.17 99.02 99.68 

 CUHK03 (DTECTED, p=100) 
 Method r=1 r=5 r=10 

 
F 

LOMO[5] 46.25 78.9 88.55 
GoG[7] 65.5 88.4 93.7 

 
DF 

SIR-CIR[24] 52.17 83.7 90.4 
DCAF[28] 67.99 91.04 95.36 

 
 

DMN 
 

LSTM[100] 57.3 80.10 88.3 
GS-CNN[99] 68.1 88.1 94.6 
E2E-CAN[69] 69.2 88.5 94.1 
Mu Deep[68] 75.64 94.36 97.46 
JLML[75] 80.6 96.9 98.7 
DLPA[30] 81.6 97.3 98.4 

 
 
 

M 

L-1 GRAPH[102] 39.0 - - 
S.S-SVM[62] 51.2 80.8 89.6 
Null Sp.[72] 54.70 84.75 94.80 
SSM[73] 72.7 92.4 96.1 
IRM3 Only 72.98 91.7 93.02 
IRM3+ G.V.I.(p'=15) 78.68 95.60 98.09 
IRM3+ C.V.I.(p'=15) 80.77 96.94 98.67 
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5.5 Summary 

This chapter provides the detail analysis about the multi-modal metric learning 

with impostor resistance in person re-identification. In addition, we have analyzed 

several other factors in obtaining stable and reliable modals. The experiments clearly 

provide evidences that if the person is well identified that which modal it belongs to 

then we could learn a robust and discriminative metric to match all the different 

multi-modal persons.  
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Chapter 6. Conclusion and Future Work 

 

In our work we have presented an approach to learn metric using multiple 

kernels. The person re-identification images are acquired from multiple views which 

undergo several complex non-linear and random changes, and thus, we have 

multi-modal feature space. In such situation, we have presented a global, as well as, 

local multiple kernel learning based metric learning methods to deal with the 

multi-modal feature space and complex non-linear changes. Therefore, after multiple 

kernel projection the discrimination among persons is further maximized.   

The purpose of using multiple kernel learning for the re-identification problem is 

to differentiate well all the observed persons by projecting the features into the 

learned space. Then, after feature projection in a carefully learned feature space, the 

projected features can help in well distinguishing the persons, and thus help in 

learning a more robust metric.  

Our proposed multiple kernel method is based on the intuition that 

re-identification needs discriminative features and feature learning is still an open 

problem, and the state of the art features already proposed in re-identification are still 

not fully exploited due to the complexity in feature space, as well as, in the past there 

are none carefully designed feature projection methods proposed for re-identification 

feature space. Therefore, to exploit these proposed features well we have opted to 

model the feature space using multiple kernel rather than attempting to learn another 

new feature.  

With the obtained promising results using multiple kernels, it is well evident that 

if both the non-linearity and multi-modality can be well addressed with a carefully 

learned projection space, then the learned metric could attain much higher matching 

performance, and can match the observed non-linear pedestrians observed in 

non-overlapping views. However, still we believe there is much work needed to be 

done for higher re-identification accuracy at rank@1, i.e. it is needed to design new 

kernels specific for re-identification and then learn more robust kernelized metrics for 
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person matching. Further, it is needed that the learned metric is scalable, fast, and 

require lower memory.  

In addition, there are still many unsolved challenges for real world 

implementation of re-identification which are also need to be taken into care. Our 

future aim is to work on end to end person re-identification in real world environment, 

as well as, its implementation of logic devices, i.e. on microprocessor or FPGA.   
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