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Abstract—Misinformation control has been a vibrant subject of
research in online social networks (OSNs). With the diversity of
OSNs, we observe that the emergence of group has also notably
increased the exposure rate of misinformation. In the process of
misinformation dissemination, the opinions adopted by an
individual not only depend on the choices made by individuals’
peers, but also highly depend on the individuals’ own knowledge.
However, we find that individuals’ opinions are not consistent in
the misinformation dissemination, and they are transferred
dynamically. Motivated by these facts, we do some novel works on
the problem of competitive influence minimization in multi-group
OSNs. Firstly, we propose a novel dynamic competitive diffusion
model. Secondly, a spontaneous mechanism and a contact
mechanism are introduced to analyze users’ opinion transfer
processes, based on probabilistic discrete-time Markov chains.
Thirdly, in order to make negative opinions be minimized, we
use this model to work on a new Opinion Minimization (OM)
problem. To quantitatively analyze this problem, a greedy
algorithm of Equilibrium Opinion Minimization (EOM) is
performed to select seed nodes. Furthermore, the experiments
show that our proposed EOM algorithm outperforms the state
of the arts, e.g., classical heuristic algorithms and local greedy
algorithms of Influence Minimization in terms of minimizing
opinion in steady-state opinion distribution.

Index Terms—Competitive influence diffusion, markov chain,
multi-group, online social networks, opinion transfer.

I. INTRODUCTION

W ITH the continuous development of network science

and the rapid update of network technology, more and

more new things have emerged on online social networks

(OSNs) like multi-group OSNs, in which people acquire infor-

mation not only from friends who have direct relations, but also

from the groups they joined in. As a new module of OSNs, a

group provides a convenient environment for the faster spread

of information in large-scale networks. In multi-group social

networks, users can be the audiences of information which they

are interested in or follow hot topics at any time. Meanwhile,

they can also be the producers and disseminators of their opin-

ions. For example, many well-known doctors and scientists

shared the correct anti-epidemic knowledge, in order to help

people understand the new virus and protect themselves in the

time of the COVID-19 suddenly broking out. Because of the

convenience and virtuality, the multi-group OSNs become the

primary site to access and share opinions/information for most

people. The concerns are rising, which are the dissemination of

authenticity and accuracy of the shared information, particu-

larly the spread of some ideologies. Even so, misinformation is

endless on the Internet. Research [1] has recognized that the

spread of misinformation is faster and wider than good infor-

mation. In multi-group OSNs, users may be influenced not only

by their friends, but also by the members of group in whom

they have no direct contact. It can be seen that the groups signif-

icantly increase the exposure of misinformation, and improve

the frequency of misinformation interactions among people,

and also expand the spread radius of misinformation [2]. For

instance, on the evening of January 31, 2020, the two Chinese

agencies jointly issued a piece of news that the study indicated

that Shuanghuanglian oral liquid could inhibit the COVID-19

virus [3]. The news was spread widely in groups of OSNs in a

very short time. Citizens in many places rushed to buy the oral

liquids overnight, as a result of the drugs being sold out in all

pharmacies and online shopping platforms. As Yang et al. [4]

said, group influence usually will make individuals adopt the

behaviors held by their neighbours, leading to the propagation

of states throughout the network.

In recent years, the dissemination of misinformation in

multi-group OSNs has become a major threat to public opinion,

social stability, and economic development. Therefore, many

researchers have begun to pay attention to the model of misin-

formation dissemination [5]–[8]. Lots of these models are

based on general assumptions in order to fit more situations.

However, these models do not take human knowledge into

account. This is an important deficiency that these models

ignore the differences in the acceptance of the authenticity of

information among individuals, which consider only humans

as network nodes, behaving homogeneously. In fact, it has

been shown that different personality traits have direct influen-

ces on humans’ interaction in OSNs [9], [10]. Otherwise, those

models of misinformation dissemination only consider the
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influence of users’ friends who have direct relations in OSNs,

and ignore the indirect influence of other users in their groups.

Actually, information can be passed to others in groups, even

though there is no direct ralations (network edges) among users

in groups. And then, to get simplified models, the propagation

algorithms adopted by these works, assume that users’ opin-

ions/states cannot be changed while the users are activated.

That over-strong assumption ignored the fact the users’ opin-

ions will transfer from side to side according to their neighbors’

opinions and also their own knowledge levels in OSNs. Abebe

et al. [11] also commented that topic. Furthermore, most

researchers limited their information dissemination models to a

static network, and assumed that a user being activated in each

round of dissemination has the same disseminated probability.

So many researchers used the method named “flipping a coin”

[12] to convert the network to a static propagation network

when establishing propagation model. However, the probabili-

ties of people spreading and receiving information will change

over time in the real world. Therefore, when establishing an

information dissemination model, it is necessary to take

account into the impact of individual heterogeneity, the net-

work topology structure and dynamic dissemination.

Additionally, in order to control of misinformation dissemi-

nation, dissemination models are often explored to study the

problem of Influence Maximization [13] and Influence Mini-

mization [12]. The goal of works on those problems is to find

the sets of users to launch information diffusion process,

which will have on a maximal or minimal impact on the num-

bers of activated users. As a new extension and application of

Influence Maximization problem, Opinion Maximization

problem [49] has also been studied. The goal of the opinion

maximization problem is to maximize the overall opinions

rather than the number of activated nodes. However, to the

best of our knowledge, the Opinion Minimization problem has

not been studied.

Those problems motivated us to work on the dynamic mis-

information influence minimization in multi-group OSNs. We

propose a novel diffusion model that incorporates both knowl-

edge of users, their own personal opinions and multi-group

network topology. For solving this problem, we propose a

new extended method of Influence Minimization (IM), named

Opinion Minimization (OM) problem, and designed an algo-

rithm of Equilibrium Opinion Minimization (EOM) to select

seed nodes. Our goal is to select the top-k nodes starting a

truth campaign to minimize the sum of the equilibrium nega-

tive opinions for users affected by misinformation. The reason

for formulating the Opinion Minimization problem is that in

the previous IM problem, each view of misinformation can

only be activated or inactivated, but in the real situation, the

activated node may also have positive, neutral, and negative

opinions. Therefore, in terms of misinformation control strate-

gies, calculating and minimizing overall negative opinions

shall play a more important role. In summary, the contribu-

tions of this paper are listed as follows:

1) The proposal of a novel dynamic competitive model for

misinformation diffusion that considers the heterogene-

ity of individual knowledge, the impacts of individual’s

opinions on adopting misinformation, and also the real-

istic group topology in OSNs.

2) Based on the user’s attitude towards misinformation, we

propose a new way to classify user opinions.

3) We formulate an individual’s opinion dynamics for the

changers towards a misinformation based on a Markov

chain model. Then we get the stationary distribution of

the proposed process, and also find the steady-state sol-

utions of three opinions.

4) Proposed algorithm of Equilibrium Opinion Minimiza-

tion (EOM) effectively deals with the new problem of

Opinion Minimization.

The rest of the paper is organized as follows. Section II

includes the related work. We describe our network model in

Section III. The dynamic competitive influence diffusion

model, individual’s opinion dynamics model and OM problem

are shown in Section IV. Experimental results are given in

Section V. Finally, Section VI concludes this paper and dis-

cusses our future work.

II. RELATED WORK

A. Information Diffusion Model

Information includes true/positive information and fake/neg-

ative information. The diffusion of misinformation is similar to

the spread of epidemics at the beginning, so many researchers

use epidemic models to simulate the spread of misinformation

in social networks [24]. As a continuous diffusion model, the

two-state model (SIS) and the three-state model (SIR) are the

two most used models. Domingos and Richardson [19] firstly

put forward the problem of influence maximization (IM). Then

Kempe et al. [13] transformed the IM problem into a discrete

optimization problem, and proposed two diffusion models, the

linear threshold model (LTM) and the independent cascade

model (ICM). They also designed a greedy algorithm with

1� 1=e�"approximation ratio since the function was submod-

ular. Motivated by this work, a lot of works for IM (e.g., [25],

[26], [27], [28], [29]) have been developed. But in the classic

IM problem, the influence probability of node was assumed to

be constant during each round of information dissemination, so

the dynamics of the network couldn’t be expressed. Therefore,

Kempe et al. proposed a declining cascade model [30], which

considered the attenuation effect of the influence between

nodes. Also, many scholars have made an extension on the clas-

sic ICM and LTM. Hossein et al. [31] proposed an extended

model of IC based on the distrust factors in real social networks.

This model was called the perceptual cascade (SC) model. Feng

et al. [32] proposed a multi-level attitude linear threshold model

(LTMLA). Compared with the traditional LTM, this model pro-

posed a method to model the positive and negative attitude

towards an entity in the signed social network and the effect of

interactions among users. In addition to the classic IC and LT

model, some scholars have proposed other information dissemi-

nation models. In addition to the two classic models, some

scholars have proposed other information dissemination mod-

els. Hosni et al. [5] considered the individual and social behav-

iors in OSNs, and proposed an individual behavioral statement
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which simulated damped harmonic motion for rumors. Inspired

by [6], Wang et al. [8] proposed an energy model to simulate

rumor dissemination based on user experiences. Indu et al. [7]

employed the concept of forest fire model to model the propaga-

tion of rumors in the Twitter dataset.

B. Misinformation Control Strategy

In the part of controlling misinformation dissemination,

scholars have also proposed a new problem on influence mini-

mization. It is the inverse problem of the influence maximiza-

tion and its purpose is to design effective strategies to minimize

the negative influence. The strategies can be divided into three

categories: (i) Blocking a limited number of links [33], [34] in

social networks, which usually removed a set of edges that plays

a key role in information dissemination, so that the amount of

dissemination is as low as possible. (ii) Blocking influential

nodes [35], [5], [42], [43]. That method usually selected the

most influential nodes in the network according to certain crite-

ria, and removed them from the original network. Neither the

blocking links nor the blocking nodes strategy considered the

user experience in real social networks [8]. (iii) Choosing pro-

tector [12], [40], [41]. This method was to select a set of nodes

and publish positive information which would be spreaded on

the Internet. If users received positive information, then users

would not spread misinformation. This was a way of competi-

tion between positive information and negative information. In

summary, the first two strategies would destroy the network

structure, and the latter strategy was to counteract the negative

effect of misinformation by positive information. However, in

real life, forcibly blocking nodes or links will cause users’ bad

emotions to a certain extent. Therefore, in our research, we

adopted the competition method and choosed the top-k nodes to

post positive information to guide user’s opinions.

C. Opinion Maximization

The spreading process of misinformation can be understood

as the dissemination of opinions. Some scholars have begun to

pay attention to user’s opinion. The Opinion Minimization

problem is central problem studied in this paper, which is the

inverse problem of Opinion Maximization. For a long time, the

problem of Opinion Maximization has attracted extensive

attentions of researchers. Gionis et al. [49] first studied Opinion

Maximization problem which is defined as a process of choos-

ing some set of k nodes so that positive opinion towards a given

topic is maximized. Zhang et al. [50] studied the OM problem

through a two-phase model called Opinion-based Cascade

model based on the LT model. However, the opinion of each

activated node only changed once. Shen et al. [51] proposed a

LT-S diffusion model in signed social networks to study OM

problem. The LT-S model was an extension of LTmodel incor-

porating both positive and negative opinions. However, the

authors neglected the dynamics of user opinions. Liu et al. [52]

considered a problem called AcTive Opinion Maximization

(ATOM) to find a set of seed users to maximize the overall

opinions spread toward a target product in a multi-round cam-

paign. They assumed that a user opinion is derived from user

preference data and the user opinion was unchanged after being

determined. More recently, Nayak et al. [53] researched an effi-

cient information diffusion using dynamic Bayesian networks

with the goal of maximizing positive opinions of a chosen

topic. He et al. [54] studied positive opinion maximization by

using an Activated Opinion Maximization Framework

(AOMF) in signed social networks. Hudson et al. [55] studied

the OM problem by adopting the “Big Five” model from the

social sciences and proposed a behavioral independent cascade

(BIC) model that considers the personalities and opinions of

user nodes when computing propagation probabilities for diffu-

sion. The Opinion Maximization problem is suitable for solv-

ing the diffusion of positive opinions or innovations, but it is

not applicable for negative opinions. Thus, in order to solve the

problem of dissemination of misinformation, we innovatively

propose the OpinionMinimization problem.

III. NETWORK MODEL

In some works, an OSN is generally formulated as a

directed or undirected graph GðV;EÞ, consisting of the set of

nodes V representing the users, the set of edges Edenoting the

relations among individuals (e.g., friendship, follows and

cooperation). Let jV j ¼ N denotes the number of nodes and

eðu; vÞ 2 E denotes the directed edge from node uto node

vðu; v 2 V Þand that is to say node v is a child node of node u.
In this kind of classical network, the nodes which have strong

relations represented by edges just like friends, colleagues, or

families, information may be propagated among users’ exist-

ing edges. However, considering the diversity of OSNs, we

observed there were different multiplex structures in OSNs. In

the previous works Kuhnle et al. [38] presented community

structures based on multiple social networks where informa-

tion dissemination is also passed on edges between a pair of

nodes. Ghoshal et al. [44] leveraged the community structure

in the OSN to pick up the seed nodes statically to combat the

spread of misinformation faster.

In our study, we focus on multi-group structures in an OSN.

Different to classical network, in groups, information dissemi-

nation is by groups, no longer by edges. This indicates that

information can be disseminated not only in strong relations,

but also in weak relations. In fact, the multi-group structure is

discovered in many broadly known and current social net-

work, e.g., WeChat, Facebook, Youtube. For individuals, they

could join several groups in an OSN simultaneously.

We model the multi-group OSN as a directed acyclic social

network graphGðV;E; gÞ, where V is a node set (each node rep-

resents an individual), E � V � V denotes an edge set (each

edge represents the connection relationship between two adja-

cent individuals), and gdenotes a set of all groups in the OSN,

giðvi; eiÞ 2 g is a small group formed spontaneously by users.

viand ei represent the node set and edge set in group gi and
V ðiÞ � V , EðiÞ � E. As illustrated in Fig. 1. In Fig. 1, we can

see that there are 10 nodes, and three groups, g1; g2; g3 2 g. The
user 1 and 5 belong to both g1and g2. The user 3 belongs to both
g2 and g3. However, the user 1, 4 and 8 have no any relations in
group g1.
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The multi-group OSN is a novel network structure where

groups are added to the ordinary social network. These groups

are formed because of the same concern or topic of users, so

that individuals with the same interests get together in a small

cluster established by one user. There can be many groups in

an OSN, and an individual can also belong to many groups.

The relations between users in a group are uncertain. In other

word, they may be friends, or followers, or they don’t know

each other. The dissemination of information in groups is dif-

ferent from the way in ordinary social network relying on

direct relation of users. Even if a message is sent in a group

where people don’t know each other, it will be visible to all

users in the group.

IV. DYNAMIC COMPETITIVE INFLUENCE DIFFUSION

MODEL FORMULATION

In this section, the formulation and methods of our proposed

model will be described in detail.

A. Individual Heterogeneity Toward Diffusion Model

In the formulated diffusion model, one important factor is

that individual heterogeneity needs to be considered, although

it is difficult to model humans’ emotions, knowledge and strat-

egies. Afassinou [56] had pointed out education significantly

contributes to the rumor spreading cessation. It showed that

the individual’s background knowledge played a crucial role

in misinformation diffusion process. Hence, we choose that

quantifiable and important indicator as a parameter of hetero-

geneity. In total, an individual with much more knowledge

has a more comprehensive understanding on an information or

an object. For a misinformation, it is also easy to understand

that people with high knowledge can analyze the credibility

and authenticity of the information from more dimensions

than people with low knowledge. Therefore, we defined

knowledge as the individual’s ability to evaluate the reliability

and trustworthiness of misinformation. For each node v 2 V ,

we give a parameter b representing the lack degree of knowl-

edge of an individual. The value of b varies between [0, 1].

The larger the value, the less knowledge an individual owns.

When modeling the influence diffusion model, we also con-

sider the misinformation attraction for different users. The

success of misinformation diffusion between users indicates

that an activated node is attracted by the misinformation and

this node will choose to send this misinformaton to neighbors

or group members. In order to better simulate the real situa-

tion, we define the value of attraction of misinformation for

each individual. In the initial stage of the difussion process, a

misinformation usually appears in an eye-catching way, so

people are particularly attracted to it. At this stage, due to the

attraction of the misinformation to the user is an easy dissemi-

nation process, the value of attraction shows a trend of rapid

growth. But with the increase in the number of the same mis-

information received, the value exhibits a gradual downtrend

[6]. This phenomenon is easily understood from the experi-

ence of diminishing marginal effects. In addition, due to the

individual heterogeneity of knowledge, the attraction of misin-

formation to different node will change. As being analyzed

above, people with more knowledge are more likely to distin-

guish the authenticity of information. Therefore, misinforma-

tion will be less attractive to high-level knowledge users.

Hence, we try to construct a function to simulate the change

of attraction in different receiving points.

While analyzing the individual behavior in multi-group

OSNs, we use the curve function in Planck’s blackbody radia-

tion law to fit our attraction problem because we find that the

tendency of the attraction function accords with the curve

appearance of the radiance of blackbody, wavelength and tem-

perature in Planck’s blackbody radiation law. In physics,

Planck’s blackbody radiation law describes that blackbody is

an idealized object that completely absorbs external radiation

of any wavelength without any reflection under any condi-

tions. So, the absorption ratio of blackbody is 1. As the tem-

perature is different, the color of the blackbody begins to

change differently, showing a gradual process. When calculat-

ing the energy density of a blackbody, Planck’s hypothesis

gives the following theoretical expression for the power inten-

sity [57]:

Ið�; T Þ ¼ 2phc2

�5
� 1

ehc=�kT � 1
; (1)

where c is the speed of light in vacuum, h is called Planck’s con-

stant and k is Boltzmann’s constant. In other words, the inten-

sity Ið�; T Þ of blackbody radiation depends on the wavelength

� of the emitted radiation and on the temperature T of the black-

body. Inspired by this function, we use an analogy that the

attraction of misinformation to an individual is regarded as a

function of individual knowledge background and individual

receiving times. In order to conform to our model, we simplify

the constant terms in (1) and reduce the power of the power of

parameter to ensure that the value range is between [0, 1].

Therefore, we define the attraction of misinformation to an indi-

vidual v as follow

Avðt; bvÞ ¼ 1

t2
� 1

e1=tbv � 1
: (2)

Here, Avðt; bvÞis the attraction of misinformation to an indi-

vidual v. The parameter bvis the lack degree of knowledge

of individual v. The parameter tis the times of receiving a

Fig. 1. An example to explain multi-group OSN GðV;E; gÞ with 3 groups
and 10 nodes.
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misinformation for individual v. In (2), the individual’s knowl-
edge is analogy with the temperature, and the times of receiving

misinformation is analogy with the wavelength in (1). That is to

say, with the different knowledge, the attraction of misinforma-

tion begins to change differently, showing a gradual process

similar to (1).

During the propagation process, the time when a node

receives the misinformation for the first time is denoted as t0.
According to (2), we draw a line graph of Avðt; bvÞ under dif-
ferent bv showed as Fig. 2. In order to measure and visualize

the user’s bv, we take 5 values to summarize the lack degree

of knowledge for users. We can see that the greater the bv is,
the higher attraction of misinformation is. Highly educated

people tend to recognize misinformation easily, therefore this

kind of people is less likely to be attracted by misinformation

along with the crowd. On the contrary, a person with a low

level of knowledge is more likely to be attracted by misinfor-

mation, thus has a higher probability of spreading it. In addi-

tion, when the individual firstly receives a misinformation, the

individual has a process of absorbing and understanding this

message. Therefore, starting from t0, the attractiveness of the

misinformation to the individual has a rapidly increasing pro-

cess. When the individual fully understands this message, the

attractiveness of the misinformation will gradually decrease

after been activated. The characteristic of rapid decay after

the attraction reaches its peak is also a manifestation of the

dynamic diffusion in the network. This is different from the

traditional IC model that assumes that a user can only be acti-

vated once in the OSN. Based on the real situation, we believe

that users are likely to receive the misinformation repeatly in

a misinformation spreading cycle. If the user pays attention to

it, he/she is activated by the message. It should be emphasized

that the activated user does not necessarily spread the mes-

sage. Next, we will introduce the activation process in detail.

B. Propagation Process ofMisinformation inMulti-GroupOSN

In a multi-group OSN G, each edge eðu; vÞ 2 Econtains a

parameter puv, which represents the activated probability of

node u sending the information to node v, and v accepting it. We

call puvthe successful probability of uactivating v. Therefore, if

the infected node uactivates the node v successfully, then it indi-
cates that v is activated. Otherwise, v is inactive. But in many

previous studies, the successful activated probability puv was

considered as a system parameter and is set artificially at the

very beginning of the propagation process. In this way, the entire

misinformation propagation process is equal to the process on a

static network. As a result, it loses the dynamics in the real

spreading process. However, we consider successful activated

probability contains two aspects: the sending side and the

accepting side. Therefore, based on the work in [8], the success-

ful activated probability for u to v can be defined as follows

puvðtÞ ¼ pu
sendðtÞ � pvaccðtÞ: (3)

For the sending side, the node u is an activated node by a

misinformation, and he/she supports this misinformation and

will to send it to other nodes at time step t. The possibility

pu
send represents the probability that an activated node will to

spread the information. According to the above section, it is

conceivable that the attraction of misinformation to user is an

important factor in whether users are willing to forward the

information after receiving the information. Thus, the possibil-

ity pu
send depends on the attraction of misinformation to an

individual Auðt; buÞ. In addition, the influence of the impres-

sion between individuals will also have an impact on the infor-

mation diffusion. Generally, people are more willing to believe

and follow people who are more educated or prestigious than

themselves. Li et al. [10] researched social hot events in hot

weibos (like tweet) and found that verified users tend to catch

more attention. Most users are more willing to forward weibos

posted by verified users. Here, the verified users are people

who have an amount of knowledge and a high influence in a

certain domain. Therefore, whether an individual is willing to

spread misinformation also depends on who sent it to him/her.

Kempe et al. [13] also claimed that nodes with higher in-degree

have a greater authority to influence other nodes. Therefore, we

use the ratio of the lack degree of knowledge b of spreading

node s and accepting node u to evaluate the influence of the

impression in the misinformation diffusion. Consequently, we

define the sending probability of node u as follows

pu
sendðtÞ ¼ Auðt; buÞ � bu

bs þ bu
� a: (4)

Here, a is an implicit parameter in the propagation process.

bu is the lack degree of knowledge of node u. bs refers to the

lack degree of knowledge of node s from which node u
obtains the misinformation. That denotation can be interpreted

as that the spreading nodes uwith lower bu(higher knowledge)
have a greater authority to influence the spreading willing of

node v, and this node u cannot be influenced by others easily.

But it needs to be pointed out that in our model, we assume

that the sending probability of the initial negative nodes and

initial positive nodes are equal to 1.

For the receiving side, we need to discuss it separately,

because the receiving method is different in the group and non-

group of OSNs. This is the reason that we study the spread of

Fig. 2. The attraction of misinformation to users with different bv. The hori-
zontal axis indicates activate time t. The vertical axis represents the value of
the attraction of misinformation to users Avðt; bvÞ.
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misinformation in multi-group networks. First, we talk about

receiving misinformation in non-group. In the graph

GðV;E; gÞ, if eðu; vÞ 2 Eand the activated node u sends the

misinformation to the child node v through eðu; vÞ, acceptance
probability of node v can evaluate the chance node v accepting a
misinformation from their neighbor. The acceptance probability

of node v is not only related to the degree of node v, but also
related to the degree of the parent node u. Because the nodes with
high-degree have a greater ability to influence their neighbors, in

a meanwhile, they cannot be easily influenced [5]. Thus, in non-

group OSNs, by considering the impact of both the sender u and

the receiver v, the acceptance probability of node v can be formu-

lated as

pv
accðtÞ ¼ dðuÞ

dðvÞ þ dðuÞ ; (5)

where dðuÞrefers to the out-degree of the node u, and dðvÞ
refers to the in-degree of the node v. During the propagation

process, once a node v accepts a misinformation, it is acti-

vated. Thus, the attraction of misinformation to the node v
begin to follow (2).

Second, in the group of OSNGðV;E; gÞ, due to the character-
istics of the group, all the members of the group have an authori-

zation to accept the information sent in the group. The

dissemination of information in the group does not need to be

based on direct ralations. However, the influence of the edge

between users has little effect on the users in the group. But if an

individual is willing to pay attention to the group, he/she has a

greater chance of receiving the information. And we consider

that the individual’s willingness to pay attention to the group

depends on the individual’s stickiness to the group. To measure

this stickiness, we use the number of friends the node followed

in the group and the total number of nodes in the group as a

description.

pv
group accðtÞ ¼ jF ðg

iðvÞÞj
jgiðvÞj ; (6)

where jF ðgiðvÞÞjrepresents the number of friends of node v in

the group gi, and jgiðvÞjrepresents the number of all nodes in

the group gi.
According to the above analysis, we derive (7) to calculate

the probability that node v is activated by the spreading node

u successfully. Here, we assume that in a time step, a node

can only be activated by one parent node, or not be activated.

However, even if an individual has accepted a misinformation

and becomes an activated node, it does not mean that the node

will pass it on. Because whether the activated node spreads

the misinformation is determined by psend.

puvðtÞ ¼ pu
sendðtÞ � pvaccðtÞ;

pu
sendðtÞ � pvgroup accðtÞ;

�
eðu; vÞ 2 E

fu; vg�gðiÞ \ eðu; vÞ2 ;

¼
Auðt; buÞ � bu

bsþbu �
dðuÞ

dðvÞþdðuÞ � a
Auðt; buÞ � bu

bsþbu �
jF ðgiðvÞÞj
jgiðvÞj � a:

8<
: (7)

In order to minimize the influence of misinformation, we

select several nodes to spread positive information for compet-

ing with misinformation. It should be noted that nodes influ-

enced by positive nodes will no longer be influenced by

negative nodes in the dissemination of misinformation. For

example, there is a network of 10 nodes with 2 groups in

Fig. 3. It demonstrates the mechanism of competition in social

networks. It shows a misinformation propagation process with

a positive node in the social network. We assume that node 4

is the initial negative node and node 6 is the initial positive

node at the beginning. In the time step 1, node 4 spreads the

misinformation to node 1, 2, 3, 6 based on the links and group

relationship. In this process, node 1, 2 and 3 are activated, and

only node 1 and 2 are willing to spread it with probability p1
send

and p2
send. On the other hand, the initial positive node 6 sends

positive information to neighbors and group members. Then,

node 7, 8 and 9 are affected and node 7 and 8 are willing to spread

positive information with probability p7
send and p8

send. Although

node 9 does not propagate, it is no longer affected by negative

nodes. In time step 2, node 5 and 9 are influenced by node 7 and 8

to become spreading positive node. Meanwhile, node 3 is

affected by spreading negative node 2 again and becomes a

spreading negative node. In the time step 3, nodes 5 and 9 post

positive information to nodes 1 and 0, respectively. Successfully,

nodes 1 and 0 are both affected and theywill continue to influence

their neighbors and groupmembers as they spread.

C. Individuals’ Opinion Dynamics Formulation

1) Opinion Classification: Diffusion processes of misin-

formation in OSNs are based on spontaneous processes and

contact processes [11]. As described above, due to the differ-

ences in knowledge levels of individuals in multi-group

OSNs, different people have different opinions in a same mis-

information. When users accept a misinformation, they may

support, ignore, or refuse the misinformation based on their

Fig. 3. An illustrative example of competitive spreading process in an OSN
with two groups and 10 nodes.
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subjective opinion. This is the reason why a node may not nec-

essarily spread it after being activated by the misinformation.

The process of an individual changing and revising the opin-

ion based on their own knowledge levels without any external

interference, is a spontaneous process. On the other hand, fol-

lowing a contact with neighbors who are highly educated or

spread positive information, an individual’s opinion might

change. This process is a contact processe. Therefore, based

on the obove two mechanisms we can firstly divide the user’s

opinions into two categories. One type is called opinion stal-

warts. Once the opinions of this type of users are formed, they

will not change. For example, those are the negative users

who initially spread the misinformation, the selected positive

users who post the anti-misinformation, and the users who are

affected by positive information. The other type is called opin-

ion changers. The users will make judgments and transfer their

opinions on misinformation based on their own knowledge,

experience and their neighbors’ opinions at different stages. It

can be seen that the opinion stalwarts’ state is very stable, but

opinion changers can lead to uncertainty in dissemination.

Their opinions will mostly determine the speed and breadth of

the spread of misinformation. Therefore, we mainly study the

changers’ opinion.

We further divided opinion changers into 3 states: 1)

spreaders, believing and spreading the misinformation. 2) oys-

ters, not spreading misinformation due to losing interest in it

or questioning it, and 3) refuser, denying the misinformation

based on own knowledge. In Fig. 4, we detail the categories of

user’s opinion.

2) A Markov Chain Approach for Opinion Dynamics: In

order to simulate the real situation more accurately, we claim

that the opinion of the user may change when the misinforma-

tion was received multiple times if the user is an opinion

changer. And the change of the user’s opinion only depends

on the existing state, it has nothing to do with the past state.

Because users need to make judgments based on their current

state, and combine with the authority of the sender of misin-

formation to adjust their new state. But in the process of mis-

information dissemination, once users receive the positive

information send by positive nodes, they will become positive

stalwarts. Since this change is inevitable, we only discuss the

state transition of activated users who are not influenced by

the positive node. According to this condition, we construct a

discrete-time Markov chain to represent opinion changer’s

opinion dynamics model. Because discrete-time Markov

chains is a great tool that enables the description of individual

node dynamics as well as the determination of the macro-

scopic critical properties and the whole phase diagram [45].

Before formulating the model for opinion transfer, we con-

sider what conditions will change user’s opinion. Inspired by

the opinion susceptibility problem that was proposed by

Abebe et al. [11], in which each agent had a fixed innate opin-

ion that reflected the agent’s intrinsic position on a topic, and

a resistance parameter representing susceptibility to persua-

sion. In fact, whether it is believed in misinformation mostly

depends on people’s subjective judgments. Different knowl-

edge backgrounds also determine different subjective judg-

ments. Therefore, we use the lack degree of individual’s

knowledge b to judge the spontaneous process in our work.

Moreover, mentioned in above sections, if an activated node

by misinformation is not willing to spread the message with

the sending probability psend, the user will not become a

spreader. To a certain extent, the sending probability also

includes the influence of the parent node in the contact pro-

cess, so the sending probability psend should also be consid-

ered when building the model.

Subsequently, we let fXt; t ¼ 0; 1; 2; � � �g be a stochastic

process which takes on a finite or countable number of possible

values. IfXn ¼ i, then the process is said to be in state i at time

t. We define a state space S ¼ ðSp;Oy;ReÞ. In graph GðV;
E; gÞ, for any node v 2 OC(OCis opinion changers), SpvðtÞ,
OyvðtÞ and RevðtÞare random variables indicating whether the

node v has a supporting, questioning, refuting opinion about a

misinformation at time step t, respectively. We assume that

each time individual opinion will be updated and only related to

the state at the previous moment. We can get PfXtþ1 ¼ jjXt ¼
i;Xt�1 ¼ it�1; � � �;X0 ¼ i0g ¼ PfXtþ1 ¼ jjXt ¼ ig where

i; j 2 S. Let P denote the matrix of one-step transition probabil-

itiesPij, so that the transition probability matrix is

8v 2 OC;Pv ¼
pv

send 1� pv
send 0

pv
send ð1� pv

sendÞbv ð1� pv
sendÞð1� bvÞ

0 pv
send 1� pv

send

2
4

3
5:
(8)

In Fig. 5, we present the proposed Markov chain process dia-

gram that illustrates the different transitions of individual opin-

ion. And the spreaders and refusers are two poles in this process.

Because we assume that the transition from one pole to another

should at least pass-through oysters about a misinformation.

Fig. 4. The categories of user for opinion. Negative users and Spreaders all
support and spread the misinformation, and Positive users and Refusers don’t
believe and deny the misinformation. The difference is that Stalwarts’ opinion
will not change, Changers’ opinion may change over time.

Fig. 5. A transition state of the proposed Markov chain process including 3
opinion states.
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According to the previous analysis, Algorithm 1 presents

the details of the dynamic competitive influence diffusion

model. Starting from line 5, the influence diffusion in the

group and non-groups are discussed separately. Lines 17 to 30

update the states of the nodes.

D. Proposed Opinion Minimization Problem

Now our goal is to minimize the influence of a misinforma-

tion as much as possible. Different from the previous Influence

Minimazation problem to minimize the amount of activated

negative nodes at the end of propagation process, in order to

make negative opinion towards a misinformation be mini-

mized in multi-group OSNs, we formulate a novel Opinion

Minimization problem which is defined to be the process of

choosing a set of k positive nodes and minimizing the nega-

tive influence. In this formulation, we take advantage of the

steady-state convergence theorem of the Markov chain to

analyze the stationary distribution of states of opinions.

Then, we select the targeting positive nodes by constructing

the negative Equilibrium Opinion Minimization framework.

At last, targeting positive nodes are discovered and located

precisely.

1) Steady State Analysis: In this section, we perform a

steady-state analysis for the Markov chain of opinion transfer.

According to the steady-state convergence theorem of the

Markov chain, it is required to satisfy irreducible and aperi-

odic features. Then the stat j and steady-state probability pj

have the following characteristics:

lim
n!1 rijðnÞ ¼ pj; 8i; j 2 S: (9)

Theorem 1. The proposed Markov chain is irreducible.

Proof. Theorem 1 can be proved rather directly. It is easy to

observe that 8i; j 2 S, 9n , let pnij > 0 through the transition

probability matrix. That is to say, the state j is accessible from
i through n steps. In the same way, the state i is also accessible
from j through n steps. All states are mutually reachable.

Therefore, the proposed Markov chain is irreducible. &

Theorem 2. The proposed Markov chain is aperiodic.

Proof. In the transition probability matrix, we set dðiÞas a

period of state i. dðiÞ ¼ gcd jfn > 0 : pðXn ¼ ijX1 ¼ iÞ >
0g, here gcd jf�grepresents to take the greatest common divisor

in the set. For the three states, dðSpÞ ¼ gcd jf1; 2; 3; 4 � ��g,
dðOyÞ ¼ gcd jf1; 2; 3g, dðReÞ ¼ gcd jf1; 2; 3; 4 � ��g. Their

periods are equel to 1. Therefore, the proposed Markov chain is

aperiodic. &

Through the above analysis, the Markov chain of opinion

transfer is irreducible and aperiodic. We can get its balance

(11). Then the stationary distribution of the state pj satisfies

the following conditions:X
j2S

pj ¼ 1; (10)

pj ¼
X
j2S

piPij; ði; j 2 SÞ: (11)

The steady-state solution through the above two equations

can be acquired. For simplicity, we use abbreviations as p and

b to represent pv
send and bvin transition probability matrix P .

The solution of this system is presented as follows

pSp ¼ p2

p� p� 1ð Þ �pþ b p�1ð Þþ 1ð Þ
pOy ¼ �p p�1ð Þ

p� p� 1ð Þ �pþ b p� 1ð Þþ 1ð Þ
pRe ¼ � p� 1ð Þ �pþ b p� 1ð Þþ1ð Þ

p� p� 1ð Þ �pþ b p� 1ð Þþ1ð Þ :

8>>><
>>>:

2) Opinion Minimization Problem Definition: Based on

the above steady-state solution, we propose an Opinion Mini-

mization (OM) problem which aims to minimize the total neg-

ative opinion objective function �ð�Þ , defined as

Algorithm 1: Dynamic Competitive Diffusion Model.

Input:

GðV;E; gÞ including user’s knowledge parameter b
Set of initial negative nodes NS who spread misinformation

Delayed detection time step tc
Set of the positive nodes PS
Output:

The diffusion of competitive influence

1: InitializeNS andPS, ensureNS \ PS ¼ ; , and let statev ¼
inactive, stateNS ¼ negative, statePS ¼ positive,

influence timev ¼ 0

2: whileNS þ PS 6¼ ; do
3: for user u 2 NS þ PS do

4: user v 2 changers
5: If (1) user v 2child node of u or (2) user v =2 child node of u

and u, v are in the same group:

6: If user v does not influenced by u:
7: user v is in the state of inactive
8: Else if user v is activated with probabilitypuvðtÞ:
9: influence timev þ ¼ 1

10: If node u is inPS:
11: statev ¼ positive
12: v! positive nodes

13: changers ¼ changers=fvg
14: Else:

15: If statev ¼ ¼ inactive:
16: statev ¼ activated
17: If user v spread the misinformation with probability

psentv ðtÞ:
18: If statev ¼ ¼ refusers:
19: statev ¼ oysters
20: Else if statev ¼ ¼ positive:
21: v! spreading positive nodes

22: Else:

23: statev ¼ spreaders
24: v! spreading negative nodes

25: Else:

26: If statev ¼ ¼ spreaders:
27: statev ¼ oysters
28: Else if statev ¼ ¼ oysters:
29: If user v refuse it with probability ð1� psentv ðtÞÞð1� bvÞ:
30: statev ¼ refusers
31: Return the diffusion of competitive influence
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min �ðTSÞ¼ E ~1T
XN
u2OC

pu
Sp Tð Þ

" #
: (12)

Here, TS denotes the selected set of target positive seed.

pu
SpðT Þrepresents the steady-state probability of the state Sp

which is referred to user usupport and spread misinformation

by the end of a time interval T . E½~1T PN
u2OC pu

SpðT Þ� denotes
the expected number of overall steady-state probabilities of

nodes owned the state Sp. T is a time horizon for the diffusion

process.

Our proposed OM problem is completely different to Influ-

ence Minimization (IM) problem. Though those two problems

both want to find k target nodes to launch a dissemination pro-

cess, the core factors are how opinion and activation are repre-

sented and formulated. In our problem, opinion is represented

as a real value obtained from the sum of steady-state probabil-

ity, however, activation in IM is a binary state (active or inac-

tive). Therefore, IM aims to minimize overall influenced

nodes. Our proposed OM problem is to select k positive nodes

fv�gand minimize the sum of the probability of negative equi-

librium opinions when the state of user uaffected by misinfor-

mation is spreader at the end of propagation process.

Theorem 3. Our Opinion Minimization problem is NP-hard

under the Dynamic Competitive Diffusion Model.

Proof. It is known that if a problem is any generalization of an

NP-hard problem, then the problem is also NP-hard. Since the

IM problem [12] has been proved NP-hard, then we prove

Theorem 3 by reducing an instance of the NP-hard IM prob-

lem to an instance of the OM problem under our proposed

model. In our model, when all nodes in GðV;E; gÞ have the

same knowledge, and the sending probabilities of all nodes

are equal to 1. IM problem is a special case of our problem.

Essentially, the same knowledge makes individuals homoge-

neous, so that knowledge influence does not impact dissemina-

tion probabilities. 8u 2 V , pu
send ¼ 1, means that the inactive

node will become a spreader after activation, i.e., weakening

the step of opinion transfer. Therefore, solving this instance of

the OM problem is equal to solving the IM problem. Thus, our

proposed OM problem is also NP-hard. &

3) Greedy Strategy for Discovering Positive Seeds: Here,

given a multi-group OSN GðV;E; gÞ , a greedy algorithm

named Algorithm of Equilibrium Opinion Minimization

(EOM) is designed based on (12) to find a set of positive

seeds. This algorithm is based on the dynamic competitive

influence diffusion model and the steady-state solution of

opinions. The detailed process is given in Algorithm 2.

Based on the above EOM algorithm, we present a time com-

plexity analysis. Assume that we perform the EOM algorithm

in a multi-group OSN graph GðV;E; gÞ of jV j users, jEj con-
nections and jgj groups. Most of the time cost lies in the loop of

calculating pu
SpðT Þ. In order to calculate the steady-state proba-

bility, our algorithm has to visit each user, connections and

groups at most once, which has the time complexity ofOðjV j þ
jEj þ jgjjV gjÞ ¼ OðjEjÞ. Then, for discovering the top-k target
positive seed, we need k iteration to repeat calculating the

steady-state probabilities. By considering the extremely awful

situations where all the nodes are opinion changers, the time

complexity for each k iteration is OðjV jÞ times. Synthetically,

we conclude the total time complexity for our proposed EOM

algorithm isOðkjV jjEjÞ.

V. EXPERIMENTS

A. Data Sets

In this part, we ran our two algorithms on a PC with i5-7300U

CPU (2.6 GHz) and 8GB RAM. Experiments are performed on

three real data sets using Python 3.8 to test and evaluate the per-

formance of the algorithms. The details of data sets are men-

tioned in Table I.

The first data set is an email network [46] that was gener-

ated using email data from a large European research institu-

tion. The data set also contains “ground-truth” community

memberships of the nodes. Each node belongs to exactly one

of 42 departments at the research institute. The second data

set is the network including social circles from Facebook [47].

We extract one subgraph with 24 circles from this data set.

The third data set is from Youtube which is video-sharing web

site [48]. In this network, users can create groups where other

users can join. The first two are small social networks, and the

third set is a large data set. They are all from Standard Large

Network Dataset Collection in Standford open datasets (http://

snap.stanford.edu/data/index.html).

B. Experiment Setup

In these three networks, we removed isolated nodes which

can’t interact with other nodes. In all experiments, we ran-

domly choose 1% of the total nodes of each data set as the ini-

tial negative nodes. These initial negative nodes launch a

dissemination of misinformation. Since individual knowledge

characteristics are not available in these three data sets, we

have adopted a method of assigning values based on prior

knowledge. We randomly initialized the lack of knowledge of

each node b according to the educational structure of netizens

announced in the 46th “Statistical Report on Internet Develop-

ment in China”. According to the 5 values of b in Fig. 2, we add
knowledge values to users in the three networks proportionally.

That is, the proportion of users with b ¼ 0.1 is 8.8%, b ¼ 0.3 is

10%, b¼ 0.5 is 21.5%, b¼ 0.7 is 40.5%, and b¼ 0.9 is 19.2%.

Algorithm 2: An Algorithm of EOM.

Input:

GðV;E; gÞ including user’s knowledge parameter b
Set of initial negative nodes NS who spread misinformation

Delayed detection time step tc budget k (Select top-k positive nodes)
Output:

The set of target positive seeds TS
1: Initialize TS  ;
2: while the seed size jTSj <¼ k do

3: Select user v�  argmin~1T
PN

u2OC pu
SpðT Þ

4: TS  TS [ fv�g
5: changers ¼ changers� v�

5: Return TS.
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We evaluate the performance of our EOM algorithm and the

four baseline algorithms. One of algorithms is Degree Central-

ity (DC) which refers to high-degree nodes may outperform

other centrality-based heuristics in terms of influential identifi-

cation. The second algorithm is PageRank (PR) which is used

by Google to identify the rank/importance of web pages. The

PR score is a well-known measure index. The larger the PR

score, the more important the node is. The third one is based

on Reverse Influence Set (RIS) sampling method that captures

the influence landscape of the whole network through generat-

ing a set of random Reverse Reachable (RR) sets [40], [58].

The last one is Influence Maximization via Martingales

(IMM) algorithm that is based on RIS, but it utilizes a series

of martingale-based estimation techniques to improve its

computational efficiency [59]. The four baselines are currently

popular and classical optimization approaches, which have

been widely used in dealing with the IM problem. The first

two algorithms are classical heuristics. We selected the nodes

with the top k nodes of highest DC and PR score as positive

nodes to initiate the truth movement respectively in the three

data sets. The last two algorithms are based on local greedy

algorithms. For RIS algorithm, we use Reverse Sampling to

randomly generate enough random RR sets. Then we use the

greedy algorithm to find the node set which covers the most

RR set as the target positive seed set. For IMM algorithm, it

added the martingale approach in the phase of node selection.

It should be pointed out that in the RIS and IMM algorithms,

the influence probability between two nodes needs to be pre-

setted, so we use the probability of the first influence between

two nodes as the initial weight of the edges.

For each algorithm in each data set, we repeat the propaga-

tion process for 100 times and take the average value as the

general feature to ensure the reliability of the results.

C. Experimental Results

In our experiments, we first considered the delayed effects

of misinformation. In the real scene, misinformation is usually

spread for a period of time before being discovered. In other

words, the misinformation has diffused through the social net-

work for some times. And then at a certain time instant, it is

detected by the system. When the misinformation is detected,

we started the presented competitive strategies to publish posi-

tive message to counteract negative influence from further dif-

fusion. Therefore, we performed a comparative experiment

with different delay time steps of a misinformation. In this

experiment, we set the number of searched positive target

nodes k ¼ 1in each data set. To verify the delay effect, we let

the delay times equal to 1, 2, and 3, respectively. Fig. 6 shows

the experimental results of how the delay time influenced the

final number of negative nodes (not including the initial nega-

tive nodes) in different algorithms. The vertical axis represents

the final number of negative nodes at the end of the spread.

The starting point on the horizontal axis is sarting time. It rep-

resents the number of negative nodes after delaying the corre-

sponding time step, that is, the number of negaive nodes

before the positive node is added. Other points on the horizon-

tal axis represent different comparing algorithms and our pro-

posed EOM algorithm. In the three data sets, we can see that

the earlier we start to add positive nodes, the lower the final

number of negative nodes will be. Because if we detect the

misinformation at an early stage, the number of negative

nodes of the entire network will probably be relatively lower.

Thus, if we start to join competing nodes, the misinformation

can be prevented immediately. And then, the final negative

nodes will be constrained to a lower level. Obviously, in this

process, the starting time to join positive nodes has an enor-

mous impact on the final misinformation infection in the entire

social network. In addition, the proposed EOM algorithm is

also better than other algorithms on three data sets.

On the contrary, if we don’t add any interventions, let nega-

tive information spread on the network, can negative nodes

infect the entire network? We conducted experiments on three

different networks, and made the misinformation to spread for

30-time steps. Fig. 7(1) shows that the diffusion results of the

three states of users under the initial level of knowledge (the

most people with low knowledge). It can be seen that without

any interventions, the three states of users will eventually

reach a balance which can prove that users with different opin-

ions will reach a steady state as mentioned in the above chap-

ter. Therefore, on the basis of the transfer of individual

opinions, negative nodes can not infect the entire network.

And the three networks all exhibit the function of opinion

dynamic balance. Moreover, the number of spreaders grows

the fastest in short time, then in the two small data sets, the

number of spreaders slowly decays to a stable value. However,

in the large data set YouTube, the number of spreaders has

been increasing until it stabilizes. Contrarily, the number of

refusers gradually increased in all data sets.

In order to compare the self-balancing characteristics of dif-

ferent networks, we try to change the characteristics of users in

the network. We increased the proportion of high-knowledge

people in three networks. The proportion of people with b ¼
0.1 is 50%, b¼ 0.3 is 10%, b¼ 0.5 is 30%, b¼ 0.7 is 5%, and b
¼ 0.9 is 5% (i.e., the majority of users on the two networks are

people with high levels of knowledge). The experimental

results are shown in Fig. 7(2). The steady-state of opinion is

also revealed. But the difference is that the number of spreaders

grows slowly. The fastest growing is on the number of refusers.

This reflects that the more users with high knowledge in the net-

work, the less likely it is for misinformation to be spread on a

large scale. The experiment shows that knowledge level has

great impact on the final size of misinformation, that is to say,

the more there are educated individuals within the population,

the weaker is the misinformation influence. This is consistent

with the conclusion of [56].

TABLE I
DATA STATISTICS
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For evaluating the performance of the proposed approach,

we discuss the number of negative nodes that are finally

affected under different algorithms in different cases. We set 3

different delay times to launch the truth campaign. In each

delay time, we set 11 different numbers of positive nodes (1, 2,

3, 4, 5, 6, 10, 15, 20, 25, 30) for comparison. As shown in

Fig. 8, the diamond-shaped mark curve stands for our proposed

EOM greedy algorithm, circle mark for DC algorithm, square

mark for PR algorithm, trigonal mark for RIS algorithm and X-

shaped mark for IMM algorithm. Obviously, from the Email-

Eu and Facebook figures, we can see that the final numbers of

spreaders for a misinformation are decreased to different num-

bers after the introduction of competitive strategies for the three

network data sets. But for the large data set of YouTube, when

only a small number of positive nodes are added, the final nega-

tive nodes will tend to increase. As the number of positive

nodes increases, the growth of negative nodes will be sup-

pressed. It is worth being noted that when only one positive

node is added to the two small networks (Email-Eu and Face-

book), the decline rate of negative nodes is the largest. And as

the number of competing positive nodes increases, the number

of people who ultimately believe the misinformation decreases.

But in the YouTube network, when a small number of positive

nodes are added even at a very early time (delay time¼ 1), it is

not enough to effectively control the spread of misinformation.

This is because the amount of data is too large. However,

although the more positive nodes show better control effects,

selecting the appropriate number of positive nodes can reduce

Fig. 7. Network self-propagation graph without any initial positive nodes. The horizontal axis indicates time steps. The vertical axis represents the number of
users with different states. (1) represents the original network. (2) represents the network with a high knowledge. The more users with high knowledge in the net-
work, the less likely it is for misinformation to spread on a large scale.

Fig. 6. The final number of negative nodes under different algorithms with different delay times (1,2,3) on the three data sets, respectively. The number of ini-
tial positive node is one. The earlier we start to add positive nodes, the lower the final number of negative nodes will be.
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the control cost as much as possible. For example, in the two

small dada sets, when the delay time is 1 and 3, selecting 3-5

positive nodes can effectively control misinformation in the

whole network. In YouTube, it needs more positive nodes to

control misinformation. When the delay time is 6, no matter

which network needs more positive nodes. Therefore, the con-

straints of cost can also become our main future work. In addi-

tion, we can also intuitively see that the proposed EOM

algorithm outperforms all the other algorithms, since the final

number of spreaders infected by the misinformation is minimal

at the end of propagation under each intervention strategies in

the three data sets.

Though the proposed EOM algorithm shows the best perfor-

mance in controlling the misinformation, the computational

complexity is a bottleneck. Thus, the further exploration of

control strategies for misinformation may enlighten us on

designing better strategies with less cost.

VI. CONCLUSION

In this paper, we investigate the dynamic competitive influ-

ence minimization problem for controlling the spread of mis-

information. We first propose a novel dynamic competitive

diffusion model incorporating with group feature, individual

knowledge, and opinion transfer. Different from the previous

classic propagation model which mainly concentrate on the

activated nodes and the static opinion formation process, the

proposed diffusion model combines the dynamic activation

process with the opinion transfer process in multi-group social

networks. In addition, we divide users into opinion changers

and opinion stalwarts, and further divide the opinions of

changers into three states in the dynamic opinion formation

process. We formulate the changers’ opinion transfer pro-

cesses based on a Markov chain model and use the probability

of equilibrium opinions to analyze the likelihoods of nodes as

spreaders. At last, in the part of discovering positive seed set,

we propose a new OM problem which is different from IM

problem, and design an EOM algorithm to find a set of posi-

tive seeds greedily. Experiments implemented on three real

world social networks show the efficiency of our method.

Although the greedy algorithm usually well obtains superior

influence propagation, it consumes a large amount of running

time. Therefore, this method is more suitable for some small

data sets to guarantee optimal result. For future research, we

will plan to devise a more time-efficient algorithm that mini-

mizes competitive influence on large-scale data sets. And we

will further explore the problem of misinformation control

under multiple strategies.

Fig. 8. The performances of different algorithms for different numbers of positive nodes and delay times in three networks. The horizontal axis indicates the
number of initial positive nodes. The vertical axis indicates the final numbers of the spreaders.
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