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Weld Line Detection and Tracking via
Spatial-Temporal Cascaded Hidden Markov
Models and Cross Structured Light

Liguo Zhang, Qixiang Ye, Member, IEEE, Wei Yang, and Jianbin Jiao, Member, IEEE

Abstract— Unlike weld seam detection in a welding process,
weld line localization for inspection is usually performed outdoors
and challenged by noise and variation of illumination intensity.
In this paper, we propose a weld line localization approach
for mobile platform via a cross structured light (CSL) device
and spatial-temporal cascaded hidden Markov models (HMM:s).
A CSL device is designed to project cross red laser stripes
on weldment surfaces and capture the weld convexity in video
sequences. Stripe edge images are extracted and then a spatial
HMM is designed to detect the regions of interest (ROIs) in
the video frames. Detected ROIs in successive video frames are
fed to the proposed temporal HMM as observations to track
the weld lines. In this way, we incorporate both the spatial
characteristics of laser stripes and the continuity of the weld lines
in an optimal framework. Experiments show that the proposed
approach can effectively reduce the influence of illumination and
noise, contributing a robust weld line detection and tracking
system.

Index Terms—Cross structured light (CSL), hidden Markov
model (HMM), weld line detection, weld line tracking.

I. INTRODUCTION

ONDESTRUCTIVE testing (NDT) of metal weldment is
very important to guarantee the safety operation of lots
of industry facilities, such as towers of the wind turbines and
oil storage tanks. In automatic NDT systems, automatic weld
line detection and tracking can navigate moving platforms and
improve the testing performance and efficiency significantly.
Weld seam tracking in a welding process is the most relevant
technique to weld line detection and tracking for inspection.
Weld seam detection has a long research history and been one
of the most successful automation techniques given the context
that welding is performed indoors and the routes of platforms
are planned. Different from weld seam tracking, weld line
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tracking is usually performed in the wild, with moving plat-
forms, undetermined routes and unconstrained illumination.
Therefore, the weld line tracking is more challenging than the
former.

From the perspective of sensors, some approaches have
been proposed for weld line detection, which include distance
measurement [1], [2], vision-based approaches [3], [4], and
structured light-based approaches [5], [6].

Distance measurement methods usually use distance sensor
arrays to obtain accurate depth estimates of a row of points
reflecting the convex shapes of the weld beads. However,
since the depth estimates are usually discrete, it is difficult
to describe the continuous nature of the weldment surface.
In addition, depth information is invisible, which makes it
difficult to operate the system in case manual intervention is
required.

Vision-based approaches are more simple and intuitive than
those based on distance sensor arrays. However, weld lines on
painted surfaces often have a similar color to their background,
which makes it difficult to discriminate the weld lines from
the background. In addition, weld lines in the wild are often
covered by dust, oil, and rust, which aggravate the difficulty.

In recent years, structured light-based approaches have
attracted more and more attention in the measurement areas,
such as automatic welding [7], [8], industry inspection
[9]-[15], and robot navigation [16]-[20], because of its sim-
plicity, noncontact, and strong anti-interference abilities. It is
observed that most of the weld beads have small weld convex-
ity formed in the welding process. Structured light is capable
of capturing these convex shapes due to its capability of
precise measurement.

When using the structured light in measurement, robust
stripe extraction is the primary problem to be considered.
Edge, color and center of stripe are the most used features
for stripe extraction in the existing research [12]. With these
features, Gaussian approximation [21], [22], center of mass
[21], [22], linear approximation [21], [22], Blais and Rioux
detectors [23], probability estimator [21], [22], finite-impulse
response filter and first derivative [24], [25], spline inter-
polation [9], dynamic line models [26], and a line walking
algorithm [27] have been proposed to extract stripes. Most
of these existing approaches for laser stripe extraction are
developed from the perspective of filtering or noise depression.
However, a few of them consider the problem of long-duration
variation of illumination intensity. In [8] and [28], Li et al.
proposed to use temporal data association to filter out the
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illumination noise from arc lights or splashes and detect stripes
in video sequences. However, it is difficult to extend this
approach to weld line detection because illumination variation
in the wild is quite different from arc lights or splashes.

After the stripe extraction, it is required to localize the weld
lines in video frames. In [5], Wang et al. use corner points (the
intersection points between a laser stripe and a weld bead) to
localize the points corresponding to both weld toes. Corner
points from multiple frames are connected into lines using a
Hough transform. It is known that Hough transform is widely
applied to weld seam tracking in welding processes [29], [30];
however, it might not work well under the arbitrary motion of
platforms and cross weld lines in NDT systems.

In this paper, we propose a spatial-temporal cascaded hidden
Markov models (STC-HMMs) based approach for robust weld
line detection and tracking on a moving platform working in
the wild environment. The problem of the stripe extraction is
formulated in a spatial HMM (S-HMM) framework, in which
edge features are used as the observation and color features
together with pixel locations are used to calculate the transition
probability. On the extracted stripe, a measurement function
of area, color and stripe width is defined to localize weld line
regions of interest (ROIs) in each frame. To filter out random
noise, located ROIs in video frames are fed to a designed tem-
poral HMM (T-HMM) for filtering and tracking, with defined
observations and transition probability on stripe locations,
width and color similarity. The proposed STC-HMMs incorpo-
rate both the spatial and temporal characteristics of weld line
stripes in an optimal framework, which can greatly improve
the robustness to noise, illumination and platform motion.

Wall climbing robots are widely applied to NDT of metal
facilities and recent research has made significant progress
[31]-[34]. On the moving platform, both weld lines and their
background are changing. HMM parameters estimated by
Baum—Welch algorithm cannot adapt to the changing well.
We propose a new parameter estimation strategy and then use
the Viterbi decoding to find the optimal solutions.

Our approach is relevant to [9] and [10]. In [9],
Usamentiaga et al. propose a split-remove-fill procedure
to fit laser stripes, reduce noise, and fill gaps. In our system,
since the convexity is very small, it is difficult to use a fitting
procedure to discriminate the convex shape from noise. In
[10], an elegant solution with uncertainty propagation to
surface shape measurement is demonstrated. Our approach is
different from the existing works on both the methodology and
implementation details. First, our approach pursues optimal
solutions by STC-HMMs but Molleda er al. [10] using a
Monte Carlo algorithm. Second, our system is designed for
weld line tracking while the work in [10] is designed for shape
measurement of steel surfaces. In our system, laser stripes
and weld lines are spatial-temporal continuous signals, and
thus can be regarded as a stochastic process of observation
sequence (such as color, location and shape), respectively.
The underlying assumption of the HMMs is that the vision
signals of weld lines in spatial and temporal domains can be
well characterized as a parametric double-stochastic process.
In addition, the parameters of the stochastic processes can be
determined in a well-defined manner.
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Fig. 1. Framework of the robot-based inspection platform. The measurement

module is composed of a CSL projector, a CCD camera and weld line
detection and tracking algorithms, which are all marked gray.

CCD
Camera

Laser
projector

Wall climbing robot

Fig. 2. Tllustration of the platform composed of a climbing robot, an NDT
system and a CSL device.

The remainder of this paper is organized as follows. A brief
introduction of the cross structured light (CSL) platform on
a robot platform is presented in Section II. The detail of
the proposed weld line detection and tracking approach is
described in Section IIl. The experiments are presented in
Section IV and this paper is concluded in Section V.

II. WELD LINE INSPECTION PLATFORM

As shown in Figs. 1 and 2, the platform is composed of three
modules: a moving module on a wall climbing robot, a NDT
system, and a measurement module. The measurement module
is composed of both hardware and software. The hardware
includes a laser projector and a charge-coupled device (CCD)
camera and the software is the tracking algorithms of STC-
HMMs, as shown in Fig. 1. In practical operations, the robot
moves along the weld lines under the control of the automatic
information feedback from the measurement module.

As shown in Fig. 3, the CSL device is made up of a cross
laser projector and a CCD camera. The laser projector is fixed
perpendicularly to the weldment surface, while there is a 45°
angle between the optical axis of the camera and the projector.
The projector projects two orthogonal light planes onto the
weldment surface to form two orthogonal red laser stripes,
which can be captured by the camera. Because the weld lines
are higher than the tower surface, there are convex shapes on
the strips around the weld lines. When the CSL device is close
to an intersection of a vertical and a horizontal weld line, two
convex arcs will appear on the stripes in the captured images,
according to the optical reflection principle. This characteristic
is different to vision-based approach and enables us to detect
single and cross weld lines even when the weld line and its
background have similar color.



744 IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT, VOL. 63, NO. 4, APRIL 2014

Laser

projector —

Camera

Z epE——) =

Weld line

¢

Laser stripe

Fig. 3. Illustration of the CSL projector and the CCD camera on weld lines.
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Fig. 4. Flowchart of the proposed weld line detection and tracking approach
with STC-HMMs.

The CCD camera captures 20 color video frames in H.264
format with 640 x 480 pixel resolution per second. The video
frames are transmitted to a PC with a wireless module for
weld line detection and tracking. The operations of detection
and tracking are performed on the PC. Detection and tracking
results will be converted into the Cartesian space of robot end-
effecter frame and then transmitted to the robot to control its
movement with an integrated proportional-integral-derivative
(PID) controller in the robot.

For camera calibration, we follow the approach proposed in
[35] and [36]. The control module is performed with a PID
controller, as described in [37]. In the remainder sections, we
will concentrate on the approach of weld line detection and
tracking given the captured video frames.

III. WELD LINE DETECTION AND TRACKING

Fig. 4 shows the flowchart of the proposed approach,
which includes the modules of image preprocessing, S-HMM-
based weld line detection, postprocessing, and T-HMM-based
tracking.

A. Image Preprocessing

Under the environment of high illumination, the laser stripe
can be swamped by the environment noise, as shown in
Fig. 5(a). It can be observed that the signal-noise ratio is
very low, making it difficult to precisely locate laser stripes.
Fig. 5(b)-(d) shows its intensity distribution maps in red,
green, and blue components, respectively. Among these com-
ponents, red component is observed to have the highest

Intensity

Intensity

N
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070
(d

Fig. 5. Captured CSL image and its intensity distribution in red, green and
blue color channels. (a) Captured image, where u and v are the column and
row coordinates of the image, respectively, its intensity distribution of (b) red
channel, (c) green channel, and (d) blue channel. It can be observed that the
signal-noise ratio is the highest in red channel.

signal-noise ratio in our task and therefore is used for com-
ponent detection.

A histogram-based adaptive thresholding [38] approach
is employed to convert red component images into binary
images. After the thresholding operation, we can detect the
stripe pixels by segmenting pixels with extreme values. Given
the binary image of detected stripe pixels, a Canny edge
detector [39] is used to extract the edge images, which will be
the input observations of the S-HMMs, as shown in Fig. 6(a).
The experiments show that the edge detection on color images
can be affected by noise while the combination of histogram-
based adaptive thresholding and edge detection on binary
image is more robust.

B. Spatial HMM

In the vertical (v) or horizontal (x) direction of an edge
image, each two adjacent edge pixels are defined as an edge
pair. A stripe is made up of a sequence of edge pairs, as shown
in Fig. 6(a). The distance of edge pairs on the stripe should be
relatively small and the intensity of pixels between the edge
pairs should be similar with each other. With this observation,
center of mass [21] is used to detect the center point (peak of
the laser strip) between each edge pair. Detected center points
constitute the skeleton of the laser stripe.

Taking a horizontal stripe as an example, a center point
at step ¢ (fth column of the edge image) is described by
a state w,(r), where r is the state index in the step z.
All states, o, are nonhomogeneous because the amount of
center points is not equal in each step. The state can
only be observed through a sequence of observed variables
V=1{),..., o(T)}.

Let e (t),t = 1,...,T,r = 1,..., R(t) denote the
coordinates of a column of edge pixels at step t. The center
point between edge pair (e,(t), e,+1(¢)) is defined as a state
y(t). R(t) denotes the amount of center points at step f.
vi(t) = ler(t) —er+1(0)|,t = 1,..., T, denoting the distance
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Illustration of an S-HMM for stripe extraction. (a) Edge image and (b) illustration of the three steps of the S-HMM. The steps are from three

columns of edge pixels of (a), where boxes represent edge pixels and square points represent center points of edge pairs, i.e., state @ of the S-HMM. P;; is
the transition probability from state i of step + — 1 to state j of step 7. (c) Extracted stripe skeleton.

between the edge pair (e, (t), e+1(t)), is defined as an obser-
vation value of the S-HMM. If there is no edge point in a
column, the column will be skipped. m,(¢),t = 1,..., T,
denoting the mean of the pixel intensity between edge pair
(er (1), er4+1(1)), is used to calculate the transition probability
of the S-HMM. For example, m3(¢) is the red component mean
value of the image pixels between the edge pair (e3(¢), e4(?)).
Given an observed sequence V, the function of S-HMM
is used to choose a state sequence w,(f) {o,(1), ...,
oM}, r =1,...,R(T), t = 1,...,T, which is optimal
in terms of defined observation and transition probability as

T R()

=[] P Gr@®lor @) P (@ @)t = 1) (1)

t=1r=1

P(V)

where R(t) is the amount of hidden states of step ¢ and T is
the sequence length.

Given the above definitions, we can construct an S-HMM
to detect the horizontal stripe. In the S-HMM, the initial state
probability is set as

Pot=1)= 2)

R(1)

In the S-HMM, we define two observation states corre-
sponding to locations of stripe and nonstripe, respectively.
Therefore, the observation probability is defined as a Bernoulli
distribution (zero—one distribution). The observed probability
is defined as

P (v()|o(1) = [ L9,

0.0,

if (v (1) < He)
otherwise

3)

where H, is an empirically determined threshold, which is
set to 10 pixels when the images have a size of 640 x 480
in pixels. By (3), we can see that if the distance between
two adjacent edge pixels is larger than H,, the observation
probability reduces to zero, which is based on the fact that
the width of the stripe is usually small in the image domain
and the distance from the camera to the weldment surface is
almost constant even when the robot is moving. When there is
high lighting and/or noises, the laser stripes might be weak and

thin. To avoid missing the observation states, we only set an
upper threshold H, without a lower threshold, although a lower
threshold can enable the system to have a higher computation
speed in ideal environments.

The transition probability is calculated from the spatial
distance and intensity difference between states by

P(w;®)|oi(t — 1))

d> 2
=eXp{—(W1,Wz)'(—l£,%)}, i,jel[lLR®] &4
Oq Oy

where d;; is the spatial distance and f;; is the intensity
difference between the center points of two adjacent steps
(two columns in the edge image) w; and w, are two weights to
balance the importance of the spatial distance and the intensity
difference where wi +wp = 1.0.

The distance from point i of step # — 1 to point j of step ¢ is
defined as d;; = ((c;(t — 1) — ¢j(t))* + 1)!/2, where ¢; (t — 1)
and c¢;(¢) are the vertical coordinates (image row) of center
point i at step + — 1 and center point j at step ¢, respectively.
fij = |m,~ (t—1)—m; (t)| is defined as the difference between
m;(t —1) of step t — 1 and m () of step ¢. 03 is the variance
of distance, which can be calculated by

al’

>

T R()

> > [diio -

t=1i,j=1

i,jell,..., RO (5)

2 _
O'd—

:]'ﬂ

R(®)

t=0

where d is the mean of d; e a} is the variance of the intensity
difference, which can be calculated by

T R(t)

> X [f0-TT

t=11i,j=1

. Ljell ..., R(H] (6)

2 _
O'f—

’:|~1

R(@)

t=1

where T is the mean of f;;. w; and wy are weights, which
could be learned from training data by the maximum like-
lihood estimation or the maximum a posteriori estimation.
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Fig. 8. (a) Stripe skeleton after filling the gap and (b) located weld line
candidates on the stripe. Red line: the base line. Blue boxes: the sliding
windows for weld line candidates.

In the experiments, it is found that w; and w; are mostly
consistent with a hyperbolic tangent function, as shown in
Fig. 7. Therefore, w; and w» can be calculated by

I+tanh(R—128)
w1 = 5
1—tanh(R—128)
—

@)

wy =

where R is the mean
captured image.

Given the above definitions, the problem of laser stripe
extraction can be solved by maximizing (1), which is for-
mulated as a dynamic programming problem, and could be
solved using the Viterbi decoding algorithm [40]. After a
Viterbi decoding procedure, an image of filtered stripe center
points can be obtained as shown in Fig. 6(c). Befitting from
the smooth function of S-HMM, it can be seen that noise
pixels are filtered out and a clean skeleton of the laser stripe
is obtained.

S-HMM is used to detect skeletons of horizontal laser
stripes. Extracting skeletons of vertical laser stripes can be
done in the same way. When detecting a horizontal stripe,
the vertical stripe becomes noise and vice versa. The noise
might cause false detections of center points, and therefore
the detected stripe skeleton has a gap at the intersection of
the vertical and horizontal stripes, as shown in Fig. 6(c).
In the postprocessing, we fill the gap using a morphological
close operation. A detected skeleton after the morphological
operation is shown in Fig. 8(a).

intensity of the red channel of the

C. Temporal HMM

On the extracted stripe, weld line locations can be deter-
mined by detecting the convex arc. We first use the Hough
transform to detect the base line of stripe, as shown in

Fig. 8(b). Then, we define the following measurement to locate
weld line candidates on the extracted stripe:

M) = —— (s(w) D (P (oO)|o(t — 1)))”) (8)

|- o
tew

where w denotes the current window with a width |w|, 2 is
the variance of values of the distance from the points on the
arc to the base line in the window, s(w) is the area of the
closed region between the convex arc and the base line (equal
to the number of pixels in the region), and P(w(t)|w(t — 1)) is
the transition probability defined in (4). The larger the value
of M(w), the more likely the current window w compares
with a weld line. When conducting the detection, we define
two constraints to eliminate noise from detected area: 1) the
region between the arc and the base line should be closed
and 2) the area s should be larger than a predefined threshold
(200 pixels) when the image has a size 640 x 480 in pixels.

Because weld line shapes might be irregular and could
have bite side, weld tumor, or hollow, using the window
of maximum measement value of (8) is not robust. Those
windows, whose locations, areas, colors and widths are similar
with to the weld line, should be considered. Therefore, when
locating a weld line, a sliding window search is used over
different window widths. The windows with local maximum
M (w) are detected as weld line candidates and fed to the
T-HMM for weld line tracking, as shown Fig. 9(a).

In T successive frames, the weld line locations are assumed
to form a state sequence {wn(l),...,wn(T)}, where n is
the index of the states in each time step corresponding to
a candidate location of weld line on laser stripe at time
step t and T is the time sequence length (number of the
frames). At each time step ¢ (the tth frame), there are N(r)
states {w1 ®,..., WN(I)(I)} corresponding to N(t) weld line
candidates located using (8). wy, () is nonhomogeneous. We
can convert it into a homogeneous by inserting zeros to
some steps, however, so that we have Npax = max (N(?)),
t =1,...,T states in each time step. The probability that the
model produces a sequence V7 of visible states is described
as follows:

Nmax T

P(VI)=D"TTP (o @) Iwa 0)P (i (1) Iwa (1=1)). (9)

n=1 r=1

Similar to the S-HMM, the state probability is initialized as

P(w(t:l)):L

N (10)

As (3), in T-HMM, we also define two observation states,
corresponding to locations of weld and nonweld lines. There-
fore, the observation probability is defined as the Bernoulli
distribution (zero—one distribution). The observation state cor-
responding to location of weld line is assigned the maximum
observation probability 1.0. This introduces simpler implemen-
tation and lower complexity.

Let oy, (t) denote the first left point of the window w,,(¢) at
time step ¢, |w,_1| denote candidate window width and A;_
be the first left point of the weld line at time step r — 1.
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T-HMM for weld line tracking. (a) Illustration of the T-HMM with detection results of Section III-B. (b) Weld line tracking process. (c) Illustration

of steps of the T-HMM, where each state corresponds to a detected candidate weld line location. Filled circles: tracked weld line locations.

The observation probability can be defined as

1.0, if ((Hmin < [wa ()] < Himax)

_ Iwild
P®Ow(0) = (2 e <O an
< (8 +22))
0.0, otherwise

where Hpin and Hmax are empirically determined two thresh-
olds of wy(¢), which are equal to the width of the candidate
weld line windows. If none of windows is classified as a weld
line, i.e., P(v(t)|w(t)) = 0.0 at step ¢, the weld line location
of the current frame is replaced by the weld line location of
its previous frame.

The transition probability of the states w;(r — 1) and w; ()
between adjacent frames is defined as

P(w;(r) lwi(r — 1))

1 d; +d,
w-s(t) ( 2
where s(#) describes the area of the closed region between
the arc and the base line in frame ¢, as defined in (8). u is
a coefficient reflecting the importance of transition among the
frames. Considering the robot’s speed and direction, there
is a difference between the transition probabilities of the
horizontal and vertical laser stripes. (x;, y;) and (x,, y,) are
the coordinates of left and right endpoints. In the laser stripe
of the horizontal (1) direction, d; and d, are the Euclidean
distance of the left and right endpoints of the two observation
windows in the tth and (+ — 1)th frames as follows:

_ exp [— )<|s<z) s - 1)|)] (12)

di = () — 31— D + (i) — e — 1) (13)
dr = G (0) = 2t — DY+ Gr(0) — 3ot — D). (14)

(b)

Fig. 10. Wall climbing robot platform. The robot equipped with CSL device
is moving in (a) vertical direction and (b) horizontal direction.

When defining the transition probability for the vertical (v)
laser stripes, we need to consider the movement of the robot.
The differences of the vertical windows between adjacent
frames are defined in (15) and (16), which is shown at the
bottom of this page, where (xtop, ymp) and (Xbtm, Ybtm) are
the top and bottom points of windows in the vertical stripe,
respectively, du and dv are the speeds of the robot in « and v
directions, respectively, and 7 is the interval between adjacent
frames.

Given the above definitions, the problem of weld line
tracking is solved by maximizing (9), which is also formulated
as a dynamic programming problem and solved by a Viterbi
decoding algorithm. After the Viterbi decoding procedure,
tracked locations of weld lines in successive video frames are
determined.

IV. EXPERIMENTS

The proposed approach is tested in four video sequences
captured from a mobile platform, as shown in Fig. 10.

T 2 ¢ 2
diop = \/(Xtop(t) _ (Xtop(t -1 +/0 du)) + (ytop(t) - (ytop(t —-1) +/0 dv))

5)

T 2 T 2
Ao = \/ (xbtmm - (xbtm(r D+ /0 du)) + (ybtm(w - (ybtm(r D+ /O dv))

(16)
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Fig. 12. Laser stripe extraction errors of five approaches.

The video sequences totally have 1000 frames with hand-
marked ground truth. We use three experiments to evaluate
the proposed approach and compare it with other approaches.
These algorithms are implemented in C++ and are tested on
an Intel Core i3-2130CPU of 3.4 GHz. In the CSL device, a
650-nm laser projector and a color camera of SONY 1/4-in
CCD are used.

A. Stripe Extraction

In the laser stripe extraction, the proposed S-HMM-based
approach is compared with the approaches in [9] and [12].
In [12], Strobl presents an approach of laser stripe extraction
with Sobel edges. In [9], Usamentiaga et al. use linear seg-
ments, quadratic segments, and Akima splines, respectively, to
extract laser stripes after a split-remove-fill procedure. Fig. 11
shows the laser stripe extraction results in the horizontal
direction with the above methods and ours. It can be seen
that the stripe detected by the proposed approach fits to the
true stripe and weld line best. The most important thing is
that the proposed approach can capture the very small weld
line convex, which might be filtered out [Fig. 11(c) and (d)]
in other approaches [Fig. 11(b)—(d)].
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Fig. 13.  Running time of five approaches.

(a) (b)

Fig. 14.  Illustration of visual and mechanical measurement approaches.
(a) Illustration of the endpoints A and B and measured weld width d in the
tracking procedure. (b) Weld width measured with a vernier caliper.

To compare the effectiveness of the methods, we evalu-
ate the stripe extraction errors of the five approaches. The
extraction error is defined as the average pixel difference
between stripes in ground-truth and automatic extraction
results. It can be observed in Fig. 12 that the S-HMM has
the highest accuracy. Compared with the second best approach
(linear segments), our approach has a significant improvement,
reducing the error from 1.84 to 0.94 pixels.

The average run time of stripe skeleton extraction is
also compared, which is shown in Fig. 13. The proposed
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Fig. 16. Comparison of measured weld width by the STC-HMMs-based

approach and mechanical measurement.

S-HMM is slower than Strobl’s approach and faster than the
rest. In general, a processing speed with 20 ms/frame is fast
enough for the practical applications. It implies that even the
algorithm is ported to an embedded platform it can also have
real-time performance.

B. Weld Line Tracking and Measurement

To evaluate the accuracy of the STC-HMMs method, we
use the location error of the two endpoints (two intersections
between a laser stripe and both weld toes of a weld line) as
a measure. As shown in Fig. 14(a), two endpoints A and B
corresponding to the intersection points between the weld toes
and the laser stripe are defined. The tracking performance
is evaluated on these two points separately, using Euclidean
distance between the ground-truth points and the tracking
results.

When tracking the weld line, random noise, such as illu-
mination variation or surface defect of the weld line may
introduce the new detection error. However, the STC-HMMs
guarantee fast convergence of error. It can be observed in
Fig. 15 that the maximum error of A and B points is 16.5 pixels
(~5.5 mm in the world coordinate system) and 19 pixels
(~6.5 mm in the world coordinate system), respectively. The
errors have a little effect on the robot navigation. The tracking
errors are absolute values between the tracking locations and
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Fig. 17. Weld width measurement errors by the STC-HMMs. It can be

observed that there are abrupt large errors in some frames. The errors reduce
much after several frames.

the ground truth locations of point A or B. It can be seen on
the curve that the tracking errors are random.

It can be observed in Fig. 15(a) and (b) that the tracking
errors of point B are a little larger than that of point A.
In the experimental setting, the right side of the weld line is
closer to the image edge, thus it introduces radial distortion,
and makes the intensity of laser stripe on point B is lower
than that of point A. This implies that laser stripes at point
B have a lower signal-noise ratio than that at point A, and
therefore the tracking errors of point B are larger than that of
point A.

The results of the weld width measurement are also used to
evaluate the proposed approach. We calculated the distance d
between points A and B, as shown in Fig. 14(a). Then, the
distance d is transformed from the image coordinate system
to the world coordinate system to obtain the weld width.
In the same location of the weld line, we used a vernier
caliper to measure the weld width, as shown in Fig. 14(b),
for comparison. In Fig. 16, we compare the weld width
measurement results by the STC-HMMs-based approach and
mechanical measurement. The measurement errors of the two
methods are shown in Fig. 17. In general, the average error,
as shown by a polynomial fitting curve (the dashed curve) in
Fig. 17, is much smaller than 7.5 mm, which is a tolerable
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TABLE I
WELD WIDTH MEASUREMENT PERFORMANCE
Average Minimum | Maximum | Average Variance oL
. Localization
Approach width error error error of errors
2 error rate
(mm) (mm) (mm) (mm) (mm’)
Vernier
k 34.8 - - - - -
caliper
S-HMM 40.8 0 49.8 6.0 11.4 14.0%
STC-HMMs 38.1 0 10.5 33 4.5 3.6%
Errors of STC-HMMs and correction results
30 (1) Errors of STC-HMMs
25 (2) Errors after interpolation
(3) Errors after Kalman filtering — ks rlh—.,-.o'o- - g .22 me
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Fig. 20. (a) Center lines of two cross weld lines (ground truth). (b) Weld line
-10 tracking results with abrupt large errors. (c) Trajectory of the robot platform
0 200 400 600 800 1000 after the abrupt large errors are eliminated.
Frame index
Fig. 18.  Errors before and after correction. (the scanning range of the ultrasonic probe in our system),

Fig. 19. Weld line tracking examples. First and third rows: frames containing
high light and weld defects. Second and fourth rows: tracking results of the
first and third rows, respectively.

error. It can be observed in Fig. 17 that there are small errors
in most of the frames, which are introduced by environmental
noise and the error of camera calibration.

A statistical analysis of minimum, maximum, average error,
variance, and error rate is given in Table I. In our system, it
is defined that if the width error value is larger than 7.5 mm

the localization result is considered as a false detection due to
the scanning range of ultrasonic probe would not completely
cover the weld line. The experiments in Fig. 17 involved
1000 frames, in which 36 frames’ width errors are larger than
7.5 mm; therefore, the localization error rate is 3.6% When
using the S-HMM for weld line detection without using the
T-HMM, a window of maximum value of (8) is selected in one
frame. It can be observed that the performance of weld line
tracking is greatly improved after the temporal filtering. When
using the measurement results of vernier caliper as the ground
truth, the T"THMM reduces the average error of S-HMM from
6.0 to 3.3 mm, the variance of errors from 11.4 to 4.5 and the
localization error rate from 14.0% to 3.6%. This performance
meets the system requirement.

C. Elimination of Abrupt Large Errors

In Figs. 15 and 17, it is observed that there are abrupt
large errors in some frames. We find that these abrupt large
errors are due to the missing candidates in the video frames. In
(11), two thresholds Hpn and Hpax are used to calculate the
observation probability of the weld line windows. We empiri-
cally set 50% of the estimated weld linewidth to Hpi, and
200% of the estimated weld linewidth to Hpyax. Due to
the irregularity of the weld lines and illumination variation,
the convex shapes of the weld lines in some frames can be very
poor. Therefore, detected candidate windows can have width
values out of the scope of [Hmin, Hmax]- In such conditions,
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Fig. 21.
successive video frames.

false detection and tracking results are obtained, according to
(9) and (12).

To reduce the abrupt large errors, we use an interpolation
strategy. In practice, the weld line should be continuous and
approximately straight. The speed of the wall climbing robot
is ~30 mm/s (~1.5 mm/frame given a video frame rate of
20 fps). This shows that the change of stripe location should
be very small between two successive frames. Therefore,
when we cannot detect any candidate in a frame, we use the
located weld line in the previous location as an estimation.
This guarantees the smoothness of T-HMM and enables the
approach to avoid abrupt large errors in most of the frames, as
shown in Fig. 18. A Kalman filter [2] is also used to smooth the
tracking results and eliminate abrupt errors. It can be observed
that the smoothed results (Fig. 18, green curve) are slightly
better than those based on the interpolation strategy. The
using of Kalman filter introduces 52.7-ms delay in 1000 video
frames. Although the time delay is negligible, the increasing
of system complexity should not to be neglected.

In Fig. 19, we show some tracking results in video frames
captured from a wild environment. Despite the high illumi-
nation and a large number of noises in these frames, our
approach shows robust performance. In Fig. 20, we show
the tracking results of cross weld lines. Although there are a
few isolated tracking errors in Fig. 20(b), which shows some
abrupt large errors, the robot platform can still move along
the weld lines correctly. This further shows that the STC-
HMMs are robust to errors and can track weld lines after the
abrupt large errors are reduced with the proposed interpolation
strategy.

Fig. 21(a) shows the weld line tracking results in 100 video
frames. There are vertical and horizontal weld lines in the
video sequence. It can be seen that the proposed approach
detected both vertical and horizontal weld lines when the
platform moved close to the intersection part of the two weld
lines. The smooth shapes of detected and tracked weld line

600

(b)

(a) Images and weld line tracking results when the robot is moving toward a weld line intersection. (b) Weld locations and accumulated shapes in

[the convex shapes in Fig. 21(b)] demonstrate the effectiveness
of the proposed approach.

V. CONCLUSION

In this paper, we proposed an HMM and CSL-based weld
line detection and tracking approach. The simple but effective
CSL device provides an example for weld line measurement
and we provide a general methodology, named STC-HMMs,
for a kind of measurement problems in industrial applications.

The proposed S-HMM extracts laser stripe in horizontal
and vertical orientations in each video frame and the T-HMM
tracks weld line in a video sequence. In the S-HMM, a
sliding window detection strategy is proposed to locate weld
lines along skeletons of laser stripes. Proper observation and
transition probability for both S- and T-HMMs are defined
when detecting laser stripes and tracking weld line.

In video sequences from a practical moving inspection plat-
form, we validated the effectiveness of the proposed approach
through detecting single and cross weld lines. The experiments
show that the S-HMM can extract laser stripes accurately and
is demonstrably superior to the segmentation method based on
the histogram. The T-HMM further improves the accuracy of
weld line location in successive video frames. By combining
features of color, location, area, and using continuity of weld
lines, the proposed STC-HMMs show robustness over envi-
ronment noises, illumination variance, and irregular platform
motions. In addition, the robustness is obtained without losing
the real-time performance.
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